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Program Educational Objectives 
 

  To apply basic knowledge of mathematics and science to understand the real 
world problems. 

  To develop complexity problem solving techniques using mathematical tools. 

  To establish the methodologies for core mathematical problems. 

  To implement computer solution methods for large systems. 

  To imbibe professional and ethical responsibility towards the society 

 
 
 

Program Outcomes (POs) 
 

  Apply basic knowledge of mathematics and science to understand the real 

world problems. 

  Develop complexity problem solving techniques using mathematical tools. 

  Establish the methodologies for core mathematical problems. 

  Implement computer solution methods for large systems. 

  Assess the influence of global changes on organization for effective decision 

making business problems. 

  Acquire knowledge of fast changing methodologies for solving engineering 

and science problems. 

  Exhibit leadership capabilities 

  Perform inter-disciplinary research objectives 

  Communicate effectively in peer and research related conferences 

  Acquire skills to become a good researcher 

  Engage in life-long learning environment. 

  Imbibe professional and ethical responsibility towards the society. 

 
 
 
 
 



Program Outcomes (PSOs) 

Create Mathematical Models (along with solution) for various physical 

needs. 

Use Mathematics, not only in the discipline of Mathematics, but also in other 

disciplines and in their future endeavours 

Develop the computer programming skill for solving various physical 

problems. 



Course code Level Course title L T P S J C

CSEN1001 1 IT Productivity Tools^ 0 0 2 0 0 1*

LANG1001 1 Communication Skills in English - Beginners 0 0 4 0 0 2*

LANG1011 1 Communication Skills in English 0 0 4 0 0 2

LANG1021 1 Advanced Communication Skills in English 0 0 4 0 0 2

CLAD1001 1 Emotional Intelligence & Reasoning Skills (Softskills 1) 0 0 2 0 0 1

CLAD1011 1 Leadership Skills & Quantitative Aptitude (Softskills 2) 0 0 2 0 0 1

CLAD1021 1 Verbal Ability & Quantitative Ability (Softskills 3) 0 0 2 0 0 1

CLAD1031 1 Practicing Verbal Ability & Quantitative Aptitude (Softskills 
4)

0 0 2 0 0 1

VEDC1001 1 Venture Development 0 0 0 2 0 2

DOSP10XX 1 Sports 1# 0 0 0 2 0 2*

DOSL10XX 1 Club Activity# 0 0 0 2 0 2*

POLS1001 1 Indian Constitution and History 2 0 0 0 0 2*

PHPY1001 1 Gandhi for the 21st Century 2 0 0 0 0 2*

DOSL10XX 1 Community Service# 0 0 0 0 2 2*

ENVS1001 1 Environmental Studies^ 3 0 0 0 0 3*

MFST1001 1 Health and Welbeing# 0 0 2 0 0 1*

CLAD20XX 2 Softskills 5A/5B/5C 0 0 2 0 0 1

CLAD20XX 2 Softskills 6A/6B/6C 0 0 2 0 0 1

FINA3001 3 Personal Financial Planning# 0 0 2 0 0 1*

*  Pass/Fail courses
#  Opt any three courses among the five
^ Online/Swayam/NPTEL Courses

Course code Level Course title L T P S J C

CLAD2001 2 Preparation for Campus Placement - 1 (Softskills 5A) 0 0 2 0 0 1

CLAD2011 2 Preparation For Higher Education (GRE/ GMAT) - 1 
(Softskills 5B)

0 0 2 0 0 1

CLAD2021 2 Preparation for CAT/ MAT - 1 (Softskills 5C) 0 0 2 0 0 1

CLAD2031 2 Preparation For Campus Placement - 2 (Softskills 6A) 0 0 2 0 0 1

CLAD2041 2 Preparation For Higher Education (GRE/ GMAT) - 2 
(Softskills 6B)

0 0 2 0 0 1

CLAD2051 2 Preparation for CAT/ MAT - 2 (Softskills 6C) 0 0 2 0 0 1

University Core (UC) 

Softskills courses 5 and 6

CURRICULUM STRUCTURE OF B.Sc. MATHEMATICS 

(2021-22 ADMITTED BATCH)



Course code Level Course title L T P S J C

DOSP1001 1 Badminton 0 0 0 2 0 2

DOSP1011 1 Chess 0 0 0 2 0 2

DOSP1021 1 Carrom 0 0 0 2 0 2

DOSP1031 1 Football 0 0 0 2 0 2

DOSP1041 1 Volleyball 0 0 0 2 0 2

DOSP1051 1 Kabaddi 0 0 0 2 0 2

DOSP1061 1 Kho Kho 0 0 0 2 0 2

DOSP1071 1 Table Tennis 0 0 0 2 0 2

DOSP1081 1 Handball 0 0 0 2 0 2

DOSP1091 1 Basketball 0 0 0 2 0 2

DOSP1101 1 Tennis 0 0 0 2 0 2

DOSP1111 1 Throwball 0 0 0 2 0 2

Course code Level Course title L T P S J C

DOSL1001 1 Club Activity (participant) 0 0 0 2 0 2

DOSL1011 1 Club Activity (Member of club) 0 0 0 2 0 2

DOSL1021 1 Club Activity (Leader of CLub) 0 0 0 2 0 2

DOSL1031 1 Club Activity (Competitor) 0 0 0 2 0 2

Course code Level Course title L T P S J C

DOSL1041 1 Community Services - Volunteer 0 0 0 0 2 2

DOSL1051 1 Community Services - Mobilizer 0 0 0 0 2 2

Course code Level Course title L T P S J C

MATH1171 1 Descriptive Statistics and Probability Theory 3 0 0 0 0 3

MATH1191 1 Statistical Methods 3 0 0 0 0 3

CSCI1011 1 Programming with C 3 0 0 0 0 3

CSCI1021 1 Programming with C Lab 0 0 2 0 0 1

MATH1211 1 Mathematical Expectation and Probability Distributions 3 0 0 0 0 3

CSCI1261 1 Fundamentals of Object Oriented Programming with C++ 3 0 0 0 0 3

MATH1221 1 Probability Distributions Lab 0 0 2 0 0 1

CSCI1271 1 C++ Programming Lab 0 0 2 0 0 1

Faculty Core (FC) 

Community Service courses 

Club Activity courses 

Sports courses 



Course code Level Course title L T P S J C

MATH1151 1 Differential Calculus 3 0 0 0 0 3

MATH1161 1 Differential Calculus Lab 0 0 2 0 0 1

MATH1231 1 Differential Equations 3 0 0 0 0 3

MATH1241 1 Differential Equations Lab 0 0 2 0 0 1

MATH2001 2 Real Analysis 3 0 0 0 0 3

MATH2011 2 Algebra 3 0 0 0 0 3

MATH2021 2 Real Analysis Lab 0 0 2 0 0 1

MATH2031 2 Algebra Lab 0 0 2 0 0 1

MATH2041 2 Linear Algebra 3 0 0 0 0 3

MATH2051 2 Linear Algebra Lab 0 0 2 0 0 1

MATH3001 3 Numerical Methods 3 0 0 0 0 3

MATH3011 3 Vector Calculus 3 0 0 0 0 3

MATH3021 3 Numerical Methods using MATLAB 0 0 2 0 0 1

MATH3031 3 Vector Calculus Lab 0 0 2 0 0 1

MATH3041 3 Discrete Mathematics 3 0 0 0 0 3

MATH3051 3 Discrete Mathematics  Lab 0 0 2 0 0 1

Course code Level Course title L T P S J C

MATH2121 2 Linear Programming 3 0 0 0 0 3

MATH2131 2 Transportation and Game Theory 3 0 0 0 0 3

MATH2141 2 Linear Programming Lab 0 0 2 0 0 1

MATH2151 2 Transportation and Game Theory Lab 0 0 2 0 0 1

MATH2161 2 Complex Analysis 3 0 0 0 0 3

MATH2171 2 Functional Analysis 3 0 0 0 0 3

MATH2181 2 Number Theory 3 0 0 0 0 3

MATH2191 2 Graph Theory 3 0 0 0 0 3

MATH3121 3 Classical Mechanics 3 0 0 0 0 3

MATH3131 3 Theory of Computation 3 0 0 0 0 3

MATH3141 3 Fluid Dynamics 3 0 0 0 0 3

MATH3151 3 Transform Techniques and Tensor Analysis 3 0 0 0 0 3

Note 2: Theory and corresponding lab course are co-requisites (For example if a student opts to study MATH2121 
then he/she has to study MATH2141  in the same semester)

Programme Core/ Major Core (PC/MaC)

Note 1:  Students should acquire a minimum of 16 credits from the program elective courses                                                                                                                                                     

* Opt eligible Programme Elective (PE) courses from other programmes as an open elective courses and earn 18 
credits

Programme Elective (PE)*

Open Elective (OE)*



Stream Major 
course

Minor course (Select one)

Physics

Electronics

Chemistry

Data Science

Course code Level Course title L T P S J C

PHYS1171 1 Thermal Physics and Statistical Mehanics 3 0 0 0 0 3

PHYS1181 1 Thermal Physics and Statistical Mehanics Lab 0 0 2 0 0 1

PHYS1151 2 Waves and Optics 3 0 0 0 0 3

PHYS3001 2 Mechanics of System of Particles 3 0 0 0 0 3

PHYS2001 2 Electricity and Magnetism 3 0 0 0 0 3

PHYS2021 2 Elements of Modern Physics 3 0 0 0 0 3

PHYS2031 2 Modern Physics Lab 0 0 2 0 0 1

PHYS2041 2 Elementary Mathematical methods of  Physics 3 0 0 0 0 3

PHYS2051 2 Elementary Mathematical methods of  Physics Lab 0 0 2 0 0 1

PHYS3041 3 Introduction to Quantum Mechanics 3 0 0 0 0 3

Course code Level Course title L T P S J C

PHYS1191 1 Electronic Devices & Circuits 3 0 0 0 0 3

PHYS1201 1 Electronic Devices & Circuits Lab 0 0 2 0 0 1

PHYS1211 2 Digital Electronics 3 0 0 0 0 3

PHYS2061 2 Analog & Digital IC Applications 3 0 0 0 0 3

PHYS2081 2 Basic Electronic Instrumentation 3 0 0 0 0 3

PHYS2101 2 Microcontrollers& Applications 3 0 0 0 0 3

PHYS2111 2 Microcontrollers& Applications Lab 0 0 2 0 0 1

PHYS3061 3 Electronic communications 3 0 0 0 0 3

PHYS3071 3 Electronic Communications Lab 0 0 2 0 0 1

PHYS3101 3 Introduction to Embedded systems 3 0 0 0 0 3

* Eligibility: This minor course is offered to the students of B.Sc  Electronics/ Mathematics/ Chemistry/ Statistics

* Eligibility: This minor course is offered to the students of B.Sc Physics/ Mathematics/ Chemistry/ Statistics

Eligible MINOR courses to be offered to the students of B.Sc Biotehcnology Program

Mathemeti
cs

Mathemetical 
Sciences

Minor Courses in Physics*

Minor Courses in Electronics*



Course code Level Course title L T P S J C

CHEM1061 1 Inorganic Chemistry I 3 0 0 0 0 3

CHEM1071 1 Inorganic Chemistry 1 Lab 0 0 1 0 0 1

CHEM1081 1 Physical Chemistry I 3 0 0 0 0 3

CHEM2001 2 3 0 0 0 0 3

CHEM2021 2 Inorganic Chemistry-II 3 0 0 0 0 3

CHEM2041 2 Physical Chemistry II 3 0 0 0 0 3

CHEM1091 1 Physical Chemistry 1 Lab 0 0 1 0 0 1

CHEM3001 3 3 0 1 0 0 3

CHEM2011 2 Organic Chemistry 1 Lab 0 0 1 0 0 1

CHEM3021 3 Analytical Chemistry 3 0 1 0 0 3

Course code Level Course title L T P S J C

CSCI1031 1 Introduction to Python Programming 3 0 0 0 0 2

CSCI1271 1 Introduction to Python Programming Lab 0 0 2 0 0 2

CSCI2311 2 Basics of Data Structures and Algorithms 3 0 0 0 0 3

CSCI2321 2 Foundations of Artificial Intelligence 3 0 0 0 0 3

CSCI2331 2 Fundamentals of Cloud Computing 3 0 0 0 0 3

CSCI2341 2 Fundamentals of Database Management Systems 3 0 0 0 0 3

CSCI2071 2 Database Management Systems Lab 0 0 2 0 0 1

CSCI3301 3 Basics of Data Mining 3 0 0 0 0 3

CSCI3021 3 R Programming Lab 0 0 2 0 0 1

CSCI3311 3 Basics of Machine Learning 3 0 0 0 0 3

Type of Course Credits % of Program (in credits)

University Core 12 10%

Faculty Core 18 15%

Major Core 32 26%

Major Electives 16 14%

Program Minor 24 20%

Open elective 18 15%

Total 120 100%

* Eligibility: This minor course is offered to the students of B.Sc Mathematics/ Statistics/ Physics/ Electronics/ 
Chemistry 

Allocation of credits for 3-year B.Sc Program

Minor Courses in Chemistry

* Eligibility: This minor course is offered to the students of B.Sc Physics /Electronics/ Mathematics/ Electronics

Minor courses in Data Science
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B.Sc. Mathematics 

SEMESTER I 

MATH1171 : Descriptive Statistics and Probability Theory 
 

No. of hrs/week: 3 Credits: 3 
Preamble: 
Probability theory is important when it comes to evaluating statistics. This course treats the 
most common discrete and continuous distributions, showing how they find use in decision 
and estimation problems, and constructs computer algorithms for generating observations 
from the various distributions. 

 
Course Objectives: 

 To understand the collection, analysis, interpretation, and presentation of data. 
 To understand the difference between discrete and continuous random variables and 

probability 
 To evaluate problems on discrete and continuous probability distributions 
 To understand the concept of mathematical expectation 
 Ability to explore certain statistical concepts in expectation and generating functions 

 

UNIT-I 
Introduction to Statistics: Concepts of Primary and Secondary data. Methods of collection and 
editing of primary data, Secondary data. Designing a questionnaire and a schedule. Measures of 
Central Tendency - Mean, Median, Mode, Geometric Mean and Harmonic Mean. 
Learning Outcomes: 
By the end of this Unit, the student will be able to 
 Explain the diagrammatic and graphic representation of data
 Describe the basic concepts of Measures of central tendency
 Describe the properties of mean, median and mode
 Describe the basic concepts of geometic mean and Harmonic mean

 
U n i t - II  
Measures of dispersion: Range, Quartile Deviation, Mean Deviation and Standard Deviation. 
Descriptive Statistics -Central and Non-Central moments and their interrelationship. Sheppard's 
correction for moments. Skewness and kurtosis. 
Learning Outcomes: 
By the end of this Unit, the student will be able to 
 Explain the concepts of measures of dispersion
 Describe the basic concepts of central and non-central moments
 Describe the difference between central and non-central moments
 Describe the basic concepts of skewness and kurtosis

 
U n i t - I I I  
Introduction to Probability: Basic Concepts of Probability, random experiments, trial, outcome, 
sample space, event, mutually exclusive and exhaustive events, equally likely and favorable outcomes. 
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Mathematical, Statistical, axiomatic definitions of probability. Conditional Probability and 
independence of events. 
Learning Outcomes: 
By the end of this Unit, the student will be able to 
 Define probability
 Describe the basic concepts of axiomatic approach to probability
 Concept of conditional probability and problems
 Evaluate problems on independence of events

 
U n i t - IV  
Probability theorems: Addition and multiplication theorems of probability for two and for n events. 
Boole's inequality and Bayee's theorems and problems based on Bayee's theorem. 
Learning Outcomes: 
By the end of this Unit, the student will be able to 
 Describe probability theorems for two and n events
 Describe the basic concepts of axiomatic approach to probability
 Concept of conditional probability and problems
 Evaluate problems on addition theorem , multiplication theorems
 Evaluate problems on  theorem

 
U n i t - V 
Random variable: Definition of random variable, discrete and continuous random variables, functions 
of random variable. Probability mass function.Probability density function, Distribution function and 
its properties.Bivariate random variable - meaning, joint, marginal and conditional Distributions, 
independence of random variables. 
Learning Outcomes: 
By the end of this Unit, the student will be able to 
 Define descrite and continuous random variables with examples
 Describe the basic concepts of probability mass function
 Concepts of probability density function
 Evaluate problems on condtional and marginal distributions

Course Outcomes: On successful completion of this course, students will be able to: 
 Explain the diagrammatic and graphic representation of data
 Describe the basic concepts of Measures of central tendency
 Describe the basic concepts of central and non-central moments
 Describe the difference between central and non-central moments
 Concept of conditional probability and problems

Text Books: 
1. V.K.Kapoor and S.C.Gupta: Fundamentals of Mathematical Statistics, Sultan Chand & Sons, New 

Delhi. 
2. BA/BSc I year statistics - descriptive statistics, probability distribution - Telugu Academy - 

DrM.JaganmohanRao,DrN.Srinivasa Rao, DrP.Tirupathi Rao, Smt.D.Vijayalakshmi 
3. K.V.S. Sarma: Statistics Made Simple: Do it yourself on PC. PHI. 

 
Reference books: 

1. WillamFeller : Introduction to Probability theory and its applications. Volume I, Wiley 
2. Modern Mathematical Statistics with Applications Jay L. Devore, Kenneth N. Berk Springer Second 

edition. 
3. Goon AM, Gupta MK,Das Gupta B : Fundamentals of Statistics , Vol-I, the World Press Pvt.Ltd., 

Kolakota. 
4. Hoel P.G: Introduction to mathematical statistics, Asia Publishing house. 
5. Sanjay Arora and BansiLal:.New Mathematical Statistics : Satya Prakashan , New Delhi. 
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6. Hogg.Tanis.Rao: Probability and Statistical Inference. 7th edition. Pearson. 
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B.Sc. Mathematics 

SEMESTER I 

MATH1191 : Statistical Methods 
 
No. of hrs/week: 3 Credits: 3 
Preamble: 
This course covers the concepts on Correlation and Regression Analysis, curve 
fitting,attributes,and exact sampling distributions. 

 
Course Objectives: 

 Compute correlation coefficient for ungrouped data
 Compute rank correlation coefficient, regression lines and correlation ratio
 Fitting of curves
 Obtain co-efficient of association
 Obtain properties of 2, t, F distributions

 

Unit-I 
Correlation: Definition, scatter diagram its coefficient and its properties. , scatter diagram, 
computation of correlation coefficient for ungrouped data. spearman's rank correlation 
coefficient, properties of  coefficients and problem. 
Learning Outcomes: The student will be able to: 

 Define correlation and scatter diagram
 Explain coefficient of correlation
 Evaluate rank correlation coefficient

 

Unit-II 
Regression: simple linear regression, properties of regression coefficients. Regression lines, 
Concept of Correlation ratio, partial and multiple correlation coefficients, correlation verses 
regression and their problems. 
Learning Outcomes: The student will be able to: 

 Explain linear regression and its properties
 Explain concept of correlation ratio
 Discuss the difference between correlation and regression

 

Unit  III 
Curve fitting: Method of least square - Fitting of linear, quadratic, Exponential and power 
curves and their problems. 
Learning Outcomes: The student will be able to: 

 Define method of least squares
 Fit linear and quadratic curves
 Fit exponential and power curves
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Unit-IV 
Attributes : Introduction, Nature, and consistency and mention its conditions. Independence 
and association of attributes, co-efficient of association, coefficients of contingency and their 
problems. 
Learning Outcomes: The student will be able to: 

 Explain nature of attributes
 Evaluate association of attributes
 Define coefficient of association
 Explain contingency of attributes

 

Unit V 
Exact sampling distributions: Concept of population, Parameter, random sample, statistic, 
sampling distribution, standard error. Statement and Properties of 2, t, F distributions and 
their inter relationships. 
Learning Outcomes: The student will be able to: 

 Define population, sample, parameter, and statistic
 Define standard error
 Explain the properties of 2, t, F distributions

Course Outcomes: On successful completion of this course, students will be able to: 
 

 Explain coefficient of correlation
 Evaluate rank correlation coefficient
 Explain linear regression and its properties
 Evaluate association of attributes
 Explain the properties of 2, t, F distributions

 
Text books 

 
1.V.K.Kapoor and S.C.Gupta: Fundamentals of Mathematical Statistics, Sultan Cahnd& Sons, 

New Delhi 
2.. BA/BSc II year statistics - statistical methods and inference - Telugu Academy by A. 
Mohanrao, N.Srinivasa Rao, DrR.Sudhakar Reddy, Dr T.C. Ravichandra Kum. 
3. K.V.S. Sarma: Statistics Made Simple: Do it yourself on PC. PHI. 

 
List of Reference text books 

1. Goon.A.M, Gupta.M.K, Das Gupta B: Outlines of Statistics, Vol-II, the World Press 
Pvt.Ltd.,Kolakota 

2. Hoel P.G.: Introduction to matechematical statistics, Asia Publishing house. 
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B.Sc. Mathematics 
SEMESTER- I 

 
CSCI 1011 : PROGRAMMING WITH C 

 
Hours per week: 3 Credits: 3 

 
Preamble : 
C is a general purpose programming language. It is basis for Java and C++. This course deals 
with the same objects that are manipulated by computers : single characters, numbers and 
memory addresses. Any other type of object is created, by the programmer, by combining 
those objects ( e.g., character strings, arrays, records, fields, etc.). 

 
Course Objectives: 
 To understand the difference between different data types
 To learn the basic concept , applications of control statements
 To identify and practice the functions and program structures
 Ability to process arrays, multi-dimensional arrays and character arrays.
 To understand the concept of pointers and functions.

 
UNIT  I 
Data types, operators and some statements, Identifiers and key words, constants, C operators, 
Type conversion. Writing a program in C: Variable declaration, statements, simple C 
programs, simple input statement, simple output statement, feature of stdio.h. 
Control statements: conditional expressions, If statement, If else statement, switch 
statement, Loop statements, for loop, while loop, do- while loop, Breaking, control 
statements, Break statement, continue statement, Goto statement. 

 
Learning Outcomes: 
By the end of this Unit, the student will be able to 
 list the data types, operators and some statements in C
 describe the basic concepts of control statements
 explain the concepts of Loop statements

 
UNIT- II 
Functions and Program structures: Introduction, Defining a function, Return statement, Types 
of functions, Actual and formal arguments, Local Global variables, Automatic variables, 
register variables, static variables, External variables, Recursive functions. 

 
By the end of this Unit, the student will be able to 
 describe the basic concepts of functions
 explain different types of functions used in C
 explain difference between Local and Global variables
 explain the concept of recursive functions

 
UNIT -III 
Arrays: Array Notation, Array declaration, Array initialization, Processing with arrays, 
Arrays and functions, Multidimensional array, Character array. 
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By the end of this Unit, the student will be able to 
 describe the basic concepts of arrays
 explain different types of arrays and functions
 explain multidimensional arrays and character arrays

 
UNIT-IV 
Pointers: Pointer declaration, Pointer operator, address operator, pointer expressions, pointer 
arithmetic, pointers and functions, call by value. Call by reference, pointers and arrays, 
pointer and one dimensional array, pointer and multidimensional array, pointer and strings, 
array of pointers, pointers to pointers. 

 
By the end of this Unit, the student will be able to 
 describe the basic concepts of pointers
 explain different types of pointers and functions
 explain the concept of pointer and strings and also pointers to pointers

 
UNIT-V 
Structures, Unions : Declaration of structure, Initializing a structure, Functions and structures, 
Arrays of structures, arrays within a structure, structure within a structure, Flow charts and 
structures, Unions. 

 
By the end of this Unit, the student will be able to 
 describe the basic concepts of structures and unions
 explain different types of functions and structures
 explain the concept of arrays of structures, structures within a structure and flowcharts 

and structures
Course Outcomes: 
On successful completion of this course, students will be able to 
 describe the basic concepts of control statements in C
 explain the concepts of Loop statements in C
 explain difference between Local and Global variables
 explain multidimensional arrays and character arrays
 explain the concept of arrays of structures, structures within a structure and flowcharts 

and structures in C
Text Book: 

1. Programming in C by D.Ravi Chandran, New Age international Publishers,2006. 
 

Reference Books: 
1. Let Us C by Yashwant Kanetkar, 13th Edition, Bpb Publications, 2012. 
2. Programming in ANSI C by E. Balaguruswamy, 6th Edition, McGraw Hill 

Education, 2012. 
3. Programming in C by Smarajit Ghosh, Prentice Hall India Pvt.Ltd(2004). 
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B.Sc. Mathematics 
SEMESTER-I 

CSCI1021 : PROGRAMMING WITH C LAB 
 

Hours per week: 2 Credits: 1 
 
 

1. Program to convert a given decimal number to octal number 
2. Program to solve quadratic equation using switch case structure 
3. Program to check a given integer is a palindrome 
4. Program to check a given integer is a prime number 
5. Sorting of numbers 
6. Multiplication of two matrices 
7. Inverse of a matrix 
8. Finding norm of a matrix using fuction 
9. Program to check a given string is a palindrome or not 
10. Using pointers copying a string to another string 
11. Using pointers and functions sorting of number 
12. Computer binomial coefficients using recursive function for factorial 

 
Course Outcomes: 
 Able to solve problems using switch case structure
 Differentiate the sorting of numbers using different methods
 Explain looping structure to create a matrix
 Identify the differences in matrix multiplication and to find inverse of a matrix
 Examine the working of Control structures in C programs
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B.Sc. Mathematics 

SEMESTER II 

                     MATH1211: Mathematical Expectation and Probability Distributions 
 No. of hrs/week: 3 Credits: 3 
Preamble: 
This course covers the concepts on Mathematical expectations , discrete and continuous 
probability distributions 

 
Course Objectives: 

 To understand mathematical expections
 To learn the basic concepts on moments
 To identify and practice the difference between discrete distribution and continuous 

distribution
 To explain moment generating function and cumulative generating function 

for continuous distributions
 To discuss the properties of Normal distribution

Unit-I 
Mathematical expectation : Mathematical expectation( ME) of a random variable and function of a 
random variable. Moments and covariance using mathematical expectation with examples.Addition 
and Multiplication theorems on expectation. Definitions of M.G.F, C.G.F, P.G.F, C.F its properties. 
Chebyshev and Cauchy - Schwartz inequalities. 
Learning Outcomes: By the end of this Unit, the student will be able to 

 Distinguish between mathematical expectation of a random variable and function of a 
random variable

 Recognize and solve problems on addition and multiplication theorems on expections
 Define moment generating function, cumulative generating function, probability 

generating function, cumulative function

U n i t - II  
Discrete Distributions : Binomial and Poisson distributions, their definitions, 1st to 4 central moments, 
M.G.F, C.F, C.G.F, P.G.F, mean, variance, additive property if exists. Possion approximation to 
Binomial distribution. 
Learning Outcomes: By the end of this Unit, the student will be able to 

 Distinguish between binomial distribution and poission distribution
 Evaluate central moments for binomial distribution and poission distribution
 Explain poisson approximation to binomial distribution

U n i t - I I I  
Negative Binomial, geometric, hyper geometric distributions - Definitions, means, variances, 
M.G.F, C.F, C.G.F, P.G.F, reproductive property if exists. Binomial approximation to Hyper 
Geometric Distribution, Poisson approximation to Negative binomial distribution. 
Learning Outcomes: By the end of this Unit, the student will be able to 

 Distinguish between negative binomial distribution,geometric and hyper geometic 
distribution

 Evaluate mean and variance for negative binomial distribution and geometic 
distribution

 Explain poisson approximation to negative binomial distribution
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U n i t - IV  
Continuous Distributions : Rectangular, Exponential, Gamma, Beta Distributions of two kinds. 
Other properties such as mean , variance, M.G.F, C.G.F, C.F, reproductive property. 
Learning Outcomes: By the end of this Unit, the student will be able to 

 Explain rectangular, exponential , gamma, beta distributions
 Evaluate mean and variance for gamma, beta distribution
 Explain moment generating function and cumulative generating function for 

continuous distributions
Unit - V 
Normal Distribution: Definition, Importance, Properties, M.G.F, additive properties, Interrelation 
between Normal and Binomial, Normal &Poisson distribution. Cauchy Distribution . 
Learning Outcomes: By the end of this Unit, the student will be able to 

 Define normal distribution
 Discuss properties of normal distribution
 Explain interrelation between normal and binomial distributions
 Explain interrelation between normal and poission distributions

Course Outcomes: On successful completion of this course, students will be able to: 
 

 Distinguish between mathematical expectation of a random variable and function of a 
random variable

 Recognize and solve problems on addition and multiplication theorems on expections
 Evaluate central moments for binomial distribution and poission distribution
 Discuss properties of normal distribution
 Explain interrelation between normal and binomial distributions

 

Text Books: 
1. V.K.Kapoor and S.C.Gupta: Fundamentals of Mathematical Statistics, Sultan Chand 

& Sons, New Delhi. 
2. BA/BSc I year statistics - descriptive statistics, probability distribution - Telugu 

Academy - DrM.Jaganmohan Rao ,DrN.Srinivasa Rao, DrP.Tirupathi Rao, 
Smt.D.Vijayalakshmi 

 
Reference Books: 

1. WillamFeller : Introduction to Probability theory and its applications. Volume I, Wiley 
2. Modern Mathematical Statistics with Applications Jay L. Devore, Kenneth N. Berk Springer Second 

edition. 
3. Goon AM, Gupta MK,Das Gupta B : Fundamentals of Statistics , Vol-I, the World Press Pvt.Ltd., 

Kolakota. 
4. Hoel P.G: Introduction to mathematical statistics, Asia Publishing house. 
5. Sanjay Arora and BansiLal:.New Mathematical Statistics : Satya Prakashan , New Delhi. 
6. Hogg.Tanis.Rao: Probability and Statistical Inference. 7th edition. Pearson. 
7. K.V.S. Sarma: statistics Made Simple: do it yourself on PC. PHI 
8. Gerald Keller: Applied Statistics with Microsoft excel. Duxbury, Thomson Learning. 
9. Levine, Stephen, Krehbiel, Berenson: Statistics for Managers using Microsoft Excel 4th edition. 

Pearson Publication. 
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B. Sc. Mathematics 
SEMESTER  II 

CSCI1281 : Fundamentals of Object Oriented Programming with C++ 
Hours per week: 3 Credits: 3 

 
Preamble: C++ is a general purpose programming language and widely used now a days for 
competitive programming. It has imperative, object-oriented and generic programming 
features. C++ runs on lots of platform like Windows, Linux, Unix, Mac etc. 

 
Objectives: 

 To develop logic through algorithms and flowcharts.
 To understand the difference between procedure oriented programming and object 

oriented programming.
 To learn the basic concepts , applications of OOPS and practice of object oriented 

analysis and design in the construction of robust, maintainable programs which 
satisfy their requirements;

 To develop the ability to implement features of object oriented programming
  To solve real world problems using Inheritance, data abstraction, encapsulation and 

Polymorphism.
 
UNIT- I 
Introduction: Algorithm and its characteristics, pseudo code / flow chart symbols - 
Assignment statement, input/output statements, if, if then else statements. 

Data types- simple data types, floating data types, character data types, arithmetic operators 
and operator precedence, variables and constant declarations, expressions, Relational 
operators, Logical Operators, Bitwise Operators. 
Learning Outcomes: By the end of this Unit, the student will be able to 

 Show the logic involved in solving a problem through algorithms and flowcharts.(L1)
 Describe the basic concepts of object oriented programming. (L2)
 Develop and run simple C++ programs.(L3)
 Choose appropriate data type and operators in programs. (L3)

 
UNIT- II 
Control Structures: Input/output statements, Expressions, if and  else statement, 

switch and break statements. For, while and do  while, break and continue statement, nested 
control statements. 
Learning Outcomes : By the end of this Unit, the student will be able to 

 Select the right control structure (L1)
 Develop applications by using appropriate concepts. (L3)

 
UNIT -III 

Functions and Arrays: Local and global variables, static and automatic variables, 
enumeration type, Function Prototyping, Function Definition, Function Overloading, one 
dimensional array, two dimensional array, character array. 
Learning Outcomes: By the end of this Unit, the student will be able to 

 Differentiate between local and global variables (L3)
 Identify the need of static and Automatic variables. (L2)
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 Develop the concept of overloading functions. (L2)
 Utilize the one dimensional and two dimensional arrays in programming. (L3)

UNIT- IV 

Object Oriented Concepts: Abstraction, Encapsulation, Classes, Objects, methods, 
constructors, Destructor, constructor overloading, Function Overloading, Unary Operators, 
Rules for Operator Overloading. 
Learning Outcomes : By the end of this Unit, the student will be able to 

 Illustrate the concept of classes and objects (L3)
 Develop real world applications by using appropriate concepts. (L3)
 Use unary operators for overloading.(L3)

 
UNIT- V 

Inheritance  Single, Multiple, Multi Level, Hierarchical, Hybrid Inheritance, static and 
dynamic binding, Function Overriding, Pointers, Virtual Functions and Polymorphism. 
Learning Outcomes:  By the end of this Unit, the student will be able to 

 Explain the need of reusability concept with inheritance.(L2)
 Summarize different types of inheritance.(L2)
 Identify the need of pointer.(L1)

 
Course Outcomes: Upon completion of the course, the student is able to 

 Emphasize the special features of the C++ language. (L4)
 Examine the working of Control structures in C++ programs.(L4)
 Understand the concepts of functions and arrays in C++ programs(L2)
 Develop and implement classes and objects, overloading. (L3)
 Understand various Inheritance mechanisms, operator overloading, polymorphism 

and apply in applications.(L2)

 
Text Books: 

1. The Complete Reference C++ by Herbert schidlt Tata MC GrawHill, 4th edition, 
2003.[Unit-1,2,3] 

2. Object Oriented Programming with C++ by E.Balagurusamy, Tata MC GrawHill, 6th 
edition, 2013.[Unit- 4, 5] 

 
Reference Books: 

 
1. Mastering C++ by Venugopal K R, Rajkumar Buyya , Tata Mc Graw Hill, 2nd edition, 

2013 
2. Object Oriented Programming using C++ by B.Chandra, Narosa Publications, 2005. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 



96  

B.Sc.Mathematics 
 

SEMESTER II 
MATH1221 :Probability Distributions Lab 

No. of hrs/week: 3 Credits: 1 
 
 

1. Fitting of Binomial distribution  Direct method. 
 

2. Fitting of Binomial distribution  Direct method using MS Excel. 
 

3. Fitting of binomial distribution  Recurrence relation Method. 
 

4. Fitting of Poisson distribution  Direct method. 
 

5. Fitting of Poisson distribution  Direct method using MS Excel. 
 

6. Fitting of Poisson distribution - Recurrence relation Method. 
 

7. Fitting of Normal distribution  Areas method. 
 

8. Fitting of Normal distribution  Ordinates method. 
 
Course Outcomes: On successful completion of this course, students will be able to: 

 fit binomial distribution
 fit binomial distribution using recurrence relation method
 fit poission distribution
 fit poission distribution using recurrence relation method
 fit normal distribution using areas method and ordinates method
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B. Sc. Mathematics 
SEMESTER  II 

CSCI 1291 : C++ Programming Lab 
Hours per week: 2 Credits: 1 

 
1. Write a C++ program to demonstrate the usage of data types & operators. 

 
2. Write a C++ program to demonstrate Control structures. 

 
3. Write a C++ program to demonstrate Class and Object. 

 
4. Write a C++ program to demonstrate function overloading 

 
5. Write C++ programs to demonstrate Single dimensional and two-dimensional arrays 

 
6. Write a C++ program to demonstrate Constructors and Constructor overloading. 

 
7. Write a C++ program to demonstrate Single Inheritance, Multiple Inheritance. 

 
8. Write a C++ program to demonstrate Multi level Inheritance, Hierarchal Inheritance. 

 
9. Write a C++ program to demonstrate function overrding. 

 
10. Write a C++ program to demonstrate operator overloading. 

 
11. Write a C++ program to demonstrate Polymorphism. 

 
 
Course Outcomes: On successful completion of this course, students will be able to: 

 Write a program on different types of arrays
 Demonstrate constructors and constructor overloading
 Demonstrate single inheritance and multiple inheritance
 Demonstrate multi level inheritance and hierarchal inheritance
 Demonstrate polymorphism.
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B.Sc. Mathematics 
SEMESTER I 

 

MATH1151 : Differential Calculus 
No. of hrs/week: 3 Credits: 3 
Preamble: Differential Calculus provides information about limits, continuity, differentiation 
and partial differentiation. The focus of the course is to study the limits and continuity, 
applications of partial differentiation, tracing of curves in Cartesian coordinates and Polar 
coordinates and mean value theorem on differentiation. 

 
Course Objectives: 

 To introduce Basic properties of continuity and differentiation
 Partial differentiation and application of  theorem
 Tracing of curves and to find tangents and normal
  theorem and mean value theorem
 Expansion of the function using  series and  series

 
UNIT-I 
Limit and Continuity  and  definition), Types of discontinuities, Differentiability 
offunctions, Successive  
Learning Outcomes: The student will be able to: 

 Define the basic properties of limits and continuity
 Explain different types of discontinuities
 Define differentiability of functions and successive differentiation

 

UNIT-II 
Partial differentiation,  theorem on homogeneous functions. 
Learning Outcomes: The student will be able to: 

 Define partial differentiation
 Evaluate problems on partial differentiation
  Apply  theorem on homogeneous functions with the help of partial 

differentiation
 
UNIT-III 
Tangents and normals, Curvature, Asymptotes, Singular points, Tracing of curves, Parametric 
representation of curves and tracing of parametric curves, Polar coordinates and tracing of 
curves in polar coordinates. 
Learning Outcomes: The student will be able to: 

 Define tangents and normals
 Explain curvature and asymptotes
 Trace the parametric curves
 Define polar coordinates

 
UNIT-IV 
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 theorem, Mean Value theorems,  theorem with  and  
forms of remainder 
Learning Outcomes: The student will be able to: 

 Explain  theorem with an application
 Explain mean value theorems with some examples
 Evaluate  theorem with   forms of remainder

 
UNIT-V 

x, log(l+x), (l+x)m, Maxima and Minima, 
Indeterminate forms. 
Learning Outcomes: The student will be able to: 

 Explain  series
 Explain  series
 Evaluate Maxima and minima of a function

Course Outcomes: 
On successful completion of this course, students will be able to: 

 Define the basic properties of limits and continuity
 Explain different types of discontinuities
 Trace the parametric curves
 Evaluate  theorem with   forms of remainder
 Evaluate Maxima and minima of a function

 
 

Books Recommended : 
2.  by Shanthi Narayan and Dr. M.D. Raisinghania,published 

by S.Chand& Company Ltd., New Delhi 
3. -  

Murthy, B.V.S.S. Sarma and S. AnjaneyaSastry, published by S.Chand& Company Ltd., 
New Delhi. 

4.  Howard Anton, IrlBivens and Stephen Davis, published 
by John Wiley and Sons, Inc., 2002. 

5.  and Analytic  by George B. Thomas, Jr. and Ross L. Finney, 
published by Pearson Education, 2007, 9th edition. 
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B.Sc. Mathematics 
 

SEMESTER I 
 

MATH1161: Differential Calculus Lab 
 

Hours per week: 2 Credits: 1 
 
 

1. Problems on Limits and Continuity 
 

2. Problems on Partial differentiation 
 

3. Problems on  theorem 
 

4. Problems on Tangents and normals 
 

5. Tracing of curves 
 

6. Problems on  theorm 
 

7. Problems on Mean value theorems 
 

8. Problems on  theorem 
 

9. Problems on  and  series 
 

10. Problems on Maxima and Minima 
 
Course Outcomes: On successful completion of this course, students will be able to: 

 Evaluate limits and continuity of a function
 Solve problems on partial differentiation
 Explain applications  theorem, Mean value theorems
 Explain applications of  and  series
 Define maxima and minima of functions
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B.Sc. Mathematics 

SEMESTER II 

MATH1231 : Differential Equations 
No. of hrs/week: 3 Credits: 3 

 
Preamble: Many physical laws and relations can be expressed mathematically in the form of 
differential equations. Thus it is natural that this course opens with the study of differential 
equations and their solutions. Indeed, many engineering problems appear as differential 
equations. The main objectives of this course are twofold: the study of ordinary differential 
equations and their most important methods for solving them and the study of modeling. 

 
Course Objectives: 

 To Identify the type of a given differential equation and apply the appropriate 
analytical technique for finding the solution of first order and higher degree ordinary 
differential equations.

 To Solve second order and higher order linear differential equations.
 To solve the non-linear first order Partial differential equation by 
 To classify second order partial differential equations into elliptic, parabolic and 

hyperbolic
 To transform the second order partial differential equations to Normal forms

 
UNIT-I 
First order exact differential equations. Integrating factors, rules to find an integratingfactor. 
First order higher degree equations solvable for x, y, p. Methods for solving higher-order 
differential equations. 
Learning Outcomes: By the end of this Unit, the student will be able to 

 Distinguish between linear, nonlinear, partial and ordinary differential equations.
 Recognize and solve an exact differential equation.
 Recognize and solve a non-exact differential equation by finding integrating factor.
 Recognize and solve First order higher degree equations solvable for x, y, p
 Evaluate basic application problems described by first order differential equations

 
UNIT-II 
Basic theory of linear differential equations, Wronskian, and its properties.Solving a 
differential equation by reducing its order. Linear homogenous equations with constant 
coefficients, Linear non-homogenous equations, The method of variation of parameters, The 
Cauchy-Euler equation, 
Simultaneous differential equations, Total differential equations. 
Learning Outcomes: By the end of this Unit, the student will be able to 

 Use the existence theorem for boundary value problems to determine uniqueness of 
solutions.

 Use the Wronskian condition to determine if a set of functions is linearly 
independent.

 Determine the complete solution of a homogeneous differential equation with 
constant coefficients by examining the characteristic equation and its roots.

  Evaluate the complete solution of a non-homogeneous differential equation as a 
linear combination of the complementary function and a particular solution.



102  

  Determine the complete solution of a non-homogeneous differential equation with 
constant coefficients by the method of undetermined coefficients.

  Find the complete solution of a differential equation with constant coefficients by 
variation of parameters and also solve Cauchy-Euler Equation Evaluate Simultaneous 
differential equations and total differential equation

  Evaluate basic application problems described by second order linear differential 
equations with constant coefficients.

 
UNIT-III 
Order and degree of partial differential equations, Concept of linear and non-linear partial 
differential equations, Formation of first order partial differential equations 
Learning Outcomes: By the end of this Unit, the student will be able to 

 Recognize the concept of linear and non-linear partial differential equations.
 Recognize the concept of order and degree of partial differential equations
 Construct a first order partial equation by elimination of arbitrary constants
  Construct a first order partial equation by elimination of arbitrary functions of 

specific functions
 Construct a first order partial equation by Elimination of Arbitrary Functions
 Construct a physical or biological model to a first order partial differential equations

 
UNIT-IV 
Linear partial differential equation of first order,  method,  method. 
Learning Outcomes: By the end of this Unit, the student will be able to 

 Distinguish between general solution and complete solution
 Recognize and solve 
 Find Lagrange's multipliers
 Recognize and solve first order non linear partial differential equation by  

method.
 Recognize and reduce the first order partial different equation to different forms

 

UNIT-V 
Classification of second order partial differential equations into elliptic, parabolic 
andhyperbolic through illustrations only. 
Learning Outcomes: By the end of this Unit, the student will be able to 

 Recognize the second order partial differential equations into elliptic, parabolic and 
hyperbolic

 Construct the different example for elliptic, parabolic and hyperbolic
 Transform the second order partial differential equations into normal form
  Solve basic application problems like one dimensional wave equation and heat 

equation
Course Outcomes: On successful completion of this course, students will be able to: 

 Recognize and solve an exact differential equation.
 Recognize and solve First order higher degree equations solvable for x, y, p
 Recognize and solve first order non linear partial differential equation by  

method.
 Construct the different example for elliptic, parabolic and hyperbolic
 Transform the second order partial differential equations into normal form
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Books Recommended 
 

1.  S.Chand& 
Company, New Delhi. 

2. Shepley L. Ross, Differential Equations, 3rd Ed., John Wiley and Sons, 1984 
3. I. Sneddon, Elements of Partial Differential Equations, McGraw-Hill, International 

Edition, 1967. 
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B.Sc. Mathematics 
SEMESTER II 

 
MATH1241: Differential Equations Lab 

 
Hours per week: 2 Credits: 1 

 
 

1. Solving first order and first degree differential equations 
2. Solving first order and higher degree differential equations 
3. Solving linear differential equations with constant coefficients 
4. Solving differential equations with variation of parameters 
5. Solving Cauchy-Euler equation 
6. Solving Simultaneous differential equations 
7. Soving total differential equations 
8. Formation of first order partial differential equations 
9. Problems using  method 
10. Problems using  method 
11. Classification of second order partial differential equations 

Course Outcomes: On successful completion of this course, students will be able to: 
 Evaluate first order and first degree differential equations 
 Solve problems on first order and higher degree differential equations 
 Explain linear differential equations with constant coefficients 
 Explain the methods to solve partial differential equations 
 Classify second order partial differential equations 
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B.Sc. Mathematics 

SEMESTER III 

MATH2001: Real Analysis 
 
No. of hrs/week: 3 Credits: 3 
Preamble: Real Analysis studies the behaviour of real numbers, functions, sequences, series 
and sets on the real line. The focus of the course is to study the properties of fields of real 
numbers, convergence/divergence of sequences, series of numbers and functions. 
Course Objectives: 

 To introduce basic properties of fields of real numbers
 To study sequences and discuss about their convergence infinite series and the tests of 

convergence
 To evaluate Alternating series, absolute and conditional convergence of infinite series
 To evaluate Point wise convergence of sequence and series of functions
 To evaluate uniform convergence of sequence and series of functions

UNIT-I 
Finite and infinite sets, examples of countable and uncountable sets,Real line,bounded sets, 
suprema and infima, completeness property of R, Archimedeanproperty of R, intervals. 
Concept of cluster points and statement of Bolzano-Weierstrass theorem. 
Learning Outcomes: The student will be able to: 

 Define and recognize the basic properties of field of real numbers
 Find suprema and infima of sets
 Discuss the cluster points of sets

 
UNIT-II 
Real Sequence, Bounded sequence, Cauchy convergence criterion for  
theorem on limits, order preservation and squeeze theorem, monotonesequences and their 
convergence (monotone convergence theorem without proof). 
Learning Outcomes: The student will be able to: 

 Define sequences and its properties
 Verify the convergence of sequence
 Prove fundamental theorems on convergence

 

UNIT-III 
Infinite series. Cauchy convergence criterion for series, positive term series,geometric series, 
comparison test, convergence of p-series 
Learning Outcomes: The student will be able to: 

 Define Infinite series and its properties
 Discuss the convergence of Geometric series
 Verify the convergence of series

 
UNIT-IV 
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Root test, Ratio test, alternating series,  test (Tests of Convergence without proof). 
Definition and examples of absolute and conditional convergence 
Learning Outcomes: The student will be able to: 

 Define alternating series
 Explain the absolute and conditional convergence of the series
 Explain the Root, Ratio and  test

 

UNIT-V 
 
Sequences and series of functions, Pointwise and uniform convergence. M -test,Statements of 
the results about uniform convergence and integrability anddifferentiability of functions, 
Power series and radius of convergence 
Learning Outcomes: The student will be able to: 

 Define sequence and series of functions
 Understand the difference between point wise and uniform convergence
 Apply M-test Course Learning

 
Course Outcomes: On successful completion of this course, students will be able to: 

 Write precise proofs
 Recognize convergent, divergent, bounded, Cauchy and monotone sequences and 

their properties
  Calculate the infima, suprema and limit points of a set Recognize alternating, 

conditionally and absolutely convergent series
 Apply the ratio, root,  test
 Test the pointwise and uniform convergence of sequences and series of functions

 
Books Recommended 
1. T. M. Apostol, Calculus (Vol. I), John Wiley and Sons (Asia) P. Ltd., 2002. 
2. R.G. Bartle and D. R Sherbert, Introduction to Real Analysis, John Wiley and Sons 

(Asia) P. Ltd., 2000. 
3. E. Fischer, Intermediate Real Analysis, Springer Verlag, 1983. 
4. K.A. Ross, Elementary Analysis- The Theory of Calculus Series- Undergraduate 
Texts in Mathematics, Springer Verlag, 2003. 
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B.Sc. Mathematics 

SEMESTER III 

MATH2011: Algebra 
No. of hrs/week: 3 Credits: 3 
Preamble: This course aims to provide basic concepts of Abstract algebra. The focus of the 
course is to study the fundamental properties of Groups and its kind. 

 
Course Objectives: 

 To introduce groups, subgroups, permutation and cyclic groups with examples 
 To discuss the fundamental properties of Groups, sub groups etc 
 To study the structure preserving mappings, homomorphism and isomorphism, its 

properties. 
 To increase mathematical maturity, including writing their own proofs 
 To define quotient groups and criteria for the existence of a quotient group 

 
UNIT  I 
GROUPS : 
Binary Operation  Algebraic structure  semi group-monoid  Group definition and 
elementary properties Finite and Infinite groups examples order of a group. Composition
tables with examples. 
Learning Outcomes: The student will be able to: 

 Explain algebraic structures 
 Verify group properties of a given algebraic structure 
 Define order of a group and order of an element 

 
UNIT  II 
SUBGROUPS : 
Complex Definition  Multiplication of two complexes Inverse of a complex-Subgroup 
definition  examples-criterion for a complex to be a subgroups.Criterion for the product of 
two subgroups to be a subgroup-union and Intersection of subgroups. 
Co-sets and Lagrange's Theorem : 
Cosets Definition  properties of Cosets Index of a subgroups of a finite groups Lagrange's 
Theorem. 
Learning Outcomes: The student will be able to: 

 Define and explain the properties of complexes, subgroups and co-sets 
 Explain the index of a subgroups with examples 
 Prove Lagranges theorem 

 
UNIT III 
NORMAL SUBGROUPS : 
Definition of normal subgroup  proper and improper normal subgroup Hamilton group  
criterion for a subgroup to be a normal subgroup  intersection of two normal subgroups  
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Sub group of index 2 is a normal sub group  simple group  quotient group  criteria for the 
existence of a quotient group. 
Learning Outcomes: The student will be able to: 

 Explain normal subgroups and its properties 
 Define quotient groups and criteria for the existence of a quotient group 

 
UNIT  IV 
HOMOMORPHISM : 
Definition of homomorphism  Image of homomorphism elementary properties of 
homomorphism  Isomorphism  aultomorphism definitions and elementary properties  
kernel of a homomorphism  fundamental theorem on Homomorphism and applications. 
Learning Outcomes: The student will be able to: 

 Discuss the structure preserving mappings 
 Prove the properties of Homomorphism and Isomporphism 
 Define Kernal of Isomorphism and its properties 

 
UNIT V 
PERMUTATIONS AND CYCLIC GROUPS : 
Definition of permutation  permutation multiplication  Inverse of a permutation  cyclic 
permutations  transposition  even and odd permutations  Cayley's theorem. 
Cyclic Groups : 
Definition of cyclic group  elementary properties  classification of cyclic groups. 
Learning Outcomes: The student will be able to: 

 Define and give examples of permutation and cyclic groups 
 Perform permutation multiplication 
 Find generators of cyclic group 
 Prove fundamental properties of permutation and cyclic groups 

 

Course Outcomes: On successful completion of this course, students will be able to: 
 Write abstract mathematical proofs in logical manner 
 Verify group properties for the given algebraic structure 
 Prove fundamental theorems of group theory 
 Explain the use of order of an element and group in finding generators of the group 
 Discuss the structure preserving mappings and its importance 

 

Books Recommended 
1.A text book of Mathematics for B.A. / B.Sc. by B.V.S.S. SARMA and others Published 
byS.Chand& Company New Delhi. 
2 A. First course in Abstract Algebra, by J.B. Fraleigh Published by Narosa Publishing 
house. 
3. Modern Algebra by M.L. Khanna. 
4. John B. Fraleigh, A First Course in Abstract Algebra, 7th Ed., Pearson, 2002. 
5. M. Artin, Abstract Algebra, 2nd Ed., Pearson, 2011. 
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B.Sc. Mathematics 
 

SEMESTER III 
 

MATH2021 : Real Analysis Lab 
Hours per week: 2 Credits: 1 

 
1. Finding supremum and infimum of a set 
2. Finding limit points of a set 
3. Problems on sequences 
4. Problems on Cauchy convergence 
5. Problems on monotonic sequence 
6. Problems on infinite series 
7. Convergence or divergence of Geometric series 
8. Convergence or divergence using comparison test 
9. Convergence or divergence of p-series 
10. Problems on root test 
11. Problems on Ratio test 
12. Problems on alternating series 

 
Course Outcomes: On successful completion of this course, students will be able to: 

 Calculate the infima, suprema and limit points of a set. 
 Apply tests to verify the convergence or divergence of sequences. 

Verify the convergence, divergence of series
 Verufy absolute convergence of series 
 Verify conditional convergence of series 
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B.Sc. Mathematics 
 

SEMESTER III 
 

MATH2031: Algebra Lab 
Hours per week: 2 Credits: 1 

 
1. Problems on Groups 
2. Problems on subgroups 
3. Problems on co-sets and  theorem 
4. Problems on normal subgroups 
5. Problems on quotient group 
6. Problems on homomorphism of groups 
7. Problems on isomorphism of groups 
8. Problems on permutation multiplication 
9. Problems to find inverse of a permutation 
10. Problems on cyclic permutation and transposition 
11. Problems on  theorem 
12. Problems on cyclic groups 

Course Outcomes: On successful completion of this course, students will be able to: 
 Verify group properties of given algebraic structure 
 demonstrate the subgroups, normal subgroups, quotient groups with examples 
 Recognize the structure preserving mappings 
 Find the generators of a group 
 Discuss about permutations and their product 
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B.Sc. Mathematics 

SEMESTER IV 

MATH2041: Linear Algebra 
No. of hrs/week: 3 Credits: 3 
Preamble : Linear algebra applies to several branches of science, as well as different 
mathematical disciplines. This course aims to provide basic concepts of matrices, rank of a 
matrix and consistency of matrices. The focus of the course is to study the fundamental 
properties of matrices, applications of matrices ,vector spaces and inner product spaces. 

 
Course Objectives : 

 To define rank of a matrix and its applications 
 To evaluate eigen values and eigen vectors of a matrix 
 To study vector spaces, subspaces, basis of a vector spaces and dimension of a vector 

space 
 To know the linear transformations of a vector space, product of linear 

transformations 
 To define inner product space 

 
UNIT  I 
Matrices I : Rank of a matrix, Elementary transformations, normal form ,Echelon form , 
Rank of product of matrices ,System of homogeneous equations,Linear equations, Null space 
and nullity of matrices 
Learning Outcomes: The student will be able to: 

 Define rank of a matrix 
 Evaluate rank of a matrix using normal form and echelon form 
 Define rank of product of matrices 
 Explain the method to solve system of homogeneous equations 

 
UNIT  II 
Matrices II : Condition for consistency,  rule,Characteristic values 
and characteristic vectors, Cayley- Hamilton theorem ,Inverse of a matrix using Cayley- 
Hamilton theorem, Minimal polynomial of a matrix. 
Learning Outcomes: The student will be able to: 

 Explain consistency of matrices 
 Evaluate  rule 
 Explain characteristic values and characteristic vectors of a matrix 
 Evaluate minimal polynomial of a matrix 

 
UNIT  III 
Linear Algebra -I 
Vector spaces, General properties of vector spaces, Vector subspaces, Algebra of subspaces, 
linear combination of vectors. Linear span, linear sum of two subspaces, Linear 
independence and dependence of vectors, Basis of vector space, Finite dimensional vector 
spaces, Dimension of a vector space, Dimension of a subspace. 
Learning Outcomes: The student will be able to: 

 Define vector spaces and vector subspaces with examples 
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 Explain linear combination of vectors 
 Explain basis of vector space 
 Explain dimension of a vector space 

 

UNIT  IV 
Linear Algebra - II 
Linear transformations, linear operators, Range and null space of linear transformation, 
Rank and nullity of linear transformations, Linear transformations as vectors, Product of 
linear transformations, Invertible linear transformation. 
Learning Outcomes: The student will be able to: 

 Explain the concepts of linear transformations and linear operators 
 Evaluate range and null space of linear transformation 
 Explain rank and nullity of linear trasformations 

 
UNIT  V 
Inner product spaces 
Inner product spaces, Euclidean and unitary spaces, Norm or length of a vector, Schwartz 
inequality, Orthogonality, Orthonormal al set, complete orthonormal set, Gram - Schmidt 
orthogonalisation process. 
Learning Outcomes: The student will be able to: 

 Define inner product spaces, Euclidean and unitary spaces 
 Explain orthogonality, orthonormality of sets 
 Explain Gram-Schmidt orthogonalisation process 

Course Outcomes : On successful completion of this course, students will be able to: 
 define rank of a matrix and its applications 
 evaluate eigen values and eigen vectors of a matrix 
 study vector spaces, subspaces, basis of a vector spaces and dimension of a vector 

space 
 know the linear transformations of a vector space, product of linear transformations 
 define inner product space 

 
Books Recommended 

1.  Text Book of B.Sc. Mathematics Volume-  by V.Venkateswara Rao , N 
Krishna Murthy, B.V.S.S. Sarma and S. AnjaneyaSastry, published by S.Chand& 
Company Ltd., New Delhi. 

2. Krishna Prakashan 
Media (P) Ltd. 

3.  
Education (low priced edition), New Delhi. 

4.  
published by Prentice Hall of India Pvt. Ltd., 4th edition New Delhi, 2007. 

5.  and Linear  by Pundir, Pundir published by PragathiPrakashan 
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B.Sc. Mathematics 

SEMESTER IV 

MATH2051: Linear Algebra Lab 
No. of hrs/week: 2 Credits: 1 

 
 

1. Find rank of a matrix Reduction to normal form and Echelon form 
2. Problems on eigen values and eigen vectors 
3. Problems on Cayley-Hamilton theorem 
4. Find inverse of a matrix using Cayley-Hamilton theorem 
5. Problems on Vector spaces 
6. Problems on subspaces 
7. Problems on Linear independence and dependence of vectors 
8. Problems on Basis of vector space 
9. Problems on dimension of a vector space 
10. Problems on linear transformations Problems on inner product spaces 

 
Course Outcomes: On successful completion of this course, students will be able to: 

 Define vector space 
 Differentiate linear independent and linear dependent of vectors 
 Evaluate eigen values and eigen vectors of a matrix 
 Solve problems on subspaces and dimension of a vector space 
 Define inner product space 
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B.Sc. Mathematics 

SEMESTER  V 

    MATH3001: Numerical Methods 
No. of hrs/week: 3 Credits: 3 
Preamble: Numerical analysis is the study of algorithms that use numerical approximation 
for the problems of mathematical analysis. Numerical analysis naturally finds application in 
all fields of engineering and the physical sciences. Numerical analysis can only be applied to 
real-world measurements by translation into digits; it gives approximate solutions within 
specified error bounds. 

 
Course Objectives: 

 To solve various categories of problems. 
 To understand the usage of intermediate value theorem in locating the roots 

of an equation 
 To understand the iterative techniques such as Gauss-Jacobi, Gauss-Siedel 

and SOR iterative methods to solve the given system of equations 
numerically 

 To Know the interpolation techniques when the nodes are unevenly spaced 
 To Know the techniques for numerical differentiation with finite difference 

operators 
 

UNIT  I 
 
Errors in Numerical computations : Errors and their Accuracy, Mathematical 
Preliminaries, Errors and their Analysis, Absolute, Relative and Percentage Errors, A general 
error formula, Error in a series approximation. 

 
Learning Outcomes: After studying this unit the student can Understand the different types 
of errors in numerical computation Know the rules to round off a given number Understand a 
general error formula and also error in a series approximation 

 
 
UNIT  II 

 
Solution of Algebraic and Transcendental Equations: The bisection method, The iteration 
method, The method of false position, Newton Raphson method, Generalized. 

 
Learning Outcomes: After studying this unit the student can 

 Understand the usage of intermediate value theorem in locating the roots of an 
equation

 Understand the techniques of bisection method, iteration method, method of false 
position and also Newton-Raphson method and generalized Newton-Raphson method 
to find a real root of the given equation

 
UNIT  III 
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System of Simultaneous Equations : Direct methods, Gauss Elimination Method, LU 
decomposition, 
Iterative Methods : Gauss-Jacobi, Gauss-Siedel and SOR iterative methods. 

 
Learning Outcomes: After studying this unit the student can 

 Understand the direct methods such as Gauss elimination method and LU 
decomposition method to solve the given system of equations

  Understand the iterative techniques such as Gauss-Jacobi, Gauss-Siedel and SOR 
iterative methods to solve the given system of equations numerically

 
 
UNIT  IV 
Lagrange and Newton Divided difference interpolation: linear and higher order, 
Finite difference Operators:Newton forward and backwardInterpolations,Central Difference 
Interpolation Formulae, Gauss's central difference formulae, Stirling's central difference 
formula, Bessel's Formula 
Learning Outcomes: After studying this unit the student can 

 Understand the problem of interpolation Know the interpolation techniques when the 
nodes are evenly spaced

 Know the interpolation techniques when the nodes are unevenly spaced
 

UNIT V 
Numerical differentiation: forward difference, backward difference and central Differences. 
Integration: Trapezoidal rule,   

 
Learning Outcomes : After studying this unit the student can 

 Understand the problem of numerical differentiation and numerical integration
 Know the techniques for numerical differentiation with finite difference operators
 Know the techniques of Trapezoidal rule,  1/3 rule,  rule

Course Outcomes: On successful completion of this course, students will be able to: 
 understand the numerical techniques for various category of problems
 develop algorithms for approximation techniques
 Understand the problem of interpolation Know the interpolation techniques when the 

nodes are evenly spaced
 Know the interpolation techniques when the nodes are unevenly spaced
 Understand the iterative techniques such as Gauss-Jacobi, Gauss-Siedel and SOR 

iterative methods to solve the given system of equations numerically
 
 
Recommended Books 

1. Introductory Methods of Numerical  by S.S.Sastry published by Prentice 
Hall of India Pvt. Ltd., New Delhi. (Latest Edition) 

2.  Engineering  by B.S. Grewal published by Khanna Publishers 
3.   by G. Shanker Rao published by I.K. International 

Publishing House Pvt. Ltd. 
4. Finite Differences and Numerical  H.C Saxena published by S. Chand 

and Company, Pvt. Ltd., New Delhi. 
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B.Sc. Mathematics 

SEMESTER  V 

                                                 MATH3011: Vector Calculus 
No. of hrs/week: 3 Credits: 3 
Course Objectives : 

 To define limit of vector function demonstrate the vector differentiation with 
examples

 To define gradient of a scalar function, divergence and curl of a vector function
 To explain line, surface and volume integrals
 To evaluate applications on Stokes theorem,
 To evaluate Gauss divergence theorem,  theorem

 

UNIT-I 
Limits of vector point functions:Scalar valued and vector valued point functions, limits, 
Directional derivatives along co-ordinate axis, along any line 

 
UNIT-II 

 
Vector differentiation :Vector Differentiation, Ordinary derivatives of vectors, 
Differentiability, Tangent vector of a curve, Unit tangent vector, Principle normal, curvature, 
Binormal, Torsion, Frenet -Serret formulae and applications 

UNIT-III 
 
 
Vector identities: Gradient, Divergence, Cur, their geometrical interpretations and 
Successive operations 

UNIT-IV 
Line , surface and Volume integrals : Line Integral, Surface Integral, Volume Integral 

 
UNIT-V 

 
Stokes theorem, , Gauss divergence theorem and applications, Greens Theorem and 
applications. 
Course Outcomes: On successful completion of this course, students will be able to: 

 define limit of vector function demonstrate the vector differentiation with examples
 define gradient of a scalar function, divergence and curl of a vector function
 explain line, surface and volume integrals
 evaluate applications on Stokes theorem,
 evaluate Gauss divergence theorem, and  theorem

TEXT BOOKS : 
1. Vector Calculus by Santhi Narayana Published by S. Chand & Company Pvt. Ltd., 

New Delhi. 
2. Vector Calculus by R. Gupta Published by Laxmi Publications. 
3. G.B. Thomas and R.L. Finney, Calculus, 9th Ed., Pearson Education, Delhi, 2005. 
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4. H. Anton, I. Bivens and S. Davis, Calculus, John Wiley and Sons (Asia) P. Ltd. 
2002. 

5. P.C.  Vector Calculus, Springer Verlag London Limited, 1998. 
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B.Sc. Mathematics 

SEMESTER V 

                      MATH3021: Numerical Methods using MATLAB 
No. of hrs/week: 2 Credits: 1 

 
 

1. Problems on absolute , relative and percentage errors 
2. Find a root of an equation using bisection method 
3. Find a root of an equation using the iteration method 
4. Find a root of an equation using the method of false position 
5. Find a root of an equation using Newton Raphson method 
6. Solving system of simultaneous equations using Gauss elimination method 
7. Solving system of simultaneous equations using LU decompoostion method 
8. Solving system of simultaneous equations using Gauss-Jacobi method 
9. Solving system of simultaneous equations using Gauss-Siedel method 
10. Problems using  forward and backward interpolation formulae 
11. Problems using divided difference and  interpolation formulae 
12. Problems using  and  formulae 
13. Problems on Trapezoidal and  rules for Numerical integration 

 
 

Course Outcomes: On successful completion of this course, students will be able to: 
 

 Evaluate solution of algebraic and transcendental equations 
 Understand the numerical techniques for various category of problems 
 Evaluate problems on system of simultaneous equations 
 Solve problems on interpolation to estimate the function and function value. 
 Solve problems on Numerical integration 
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B.Sc. Mathematics 

SEMESTER V 

MATH3031: Vector Calculus Lab 
No. of hrs/week: 2 Credits: 1 

 
 

1. Problems on directional derivatives 
2. Problems on Vector differentiation 
3. Problems on Vector identities 
4. Problems on line integrals 
5. Problems on surface integrals 
6. Problems on Volume integrals 
7. Problems on Gauss divergence theorem 
8. Problems on Stokes theorem 
9. Problems on Greens theorem 

 
Course Outcomes: On successful completion of this course, students will be able to: 

 define limit of vector function demonstrate the vector differentiation with examples 
 define gradient of a scalar function, 
 define divergence and curl of a vector function 
 explain line, surface and volume integrals 
  evaluate applications on Stokes theorem, Gauss divergence theorem, and Greens 

theorem 
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B.Sc. Mathematics 

SEMESTER  VI 

MATH3041: Discrete Mathematics 
No. of hrs/week: 3 Credits: 3 
Preamble : 
Discrete Mathematics introduces students to the mathematics of networks, social choice, and 
decision making . This course provides students with a hands-on exploration of the relevancy 
of mathematics in the real world. Applications and modeling are essential to discrete 
mathematical structures course. Proper technology should be used frequently for instruction 
and assessment . This course reflects the rigor taught in many entry-level mathematics 
courses. 
Course Objectives: 

 To introduce the statements and different types of connectives 
 To discuss the relation between statement calculus and predicate calculus 
 To learn theory of recursive functions 
 To illustrate the applications of set theory and relations 
 To discuss about lattices and Boolean algebra 

UNIT-I 
Mathematical logic : statements, structures and notation, connectives, well formed formulas, 
tautologies, equivalences, implications, normal forms- disjunctive and conjunctive, principal 
disjunctive and conjunctive normal forms. Theory of Inference: Theory of inferences for 
statement calculus, validity using truth tables, values of inference. 
Learning Outcomes : 
By the end of this Unit, the student will be able to 
 discuss connectives and well formed formulas
 evaluate normal forms
 illustrate theory of inference for statement calculus

UNIT-II 
Predicate calculus: predicates, predicates formulas, quantifiers, free and bound variables, 
inference theory of predicate calculus. 
Theory of recursion: Recursive functions, primitive recursive functions, partial recursive 
functions  functions. 
Learning Outcomes : 
By the end of this Unit, the student will be able to 
 describe predicates and predicate formulas
 explain quantifiers
 describe recursive functions
 explain primitive and partial recursive functions

UNIT-III 
Set Theory : Basic concepts of Set Theory, Notation, Inclusion and Equality of sets, The 
power set, some operations on sets, Venn diagrams, some basic set identities, The principle of 
specification, ordered pairs and n-tuples, Cartesian products. 
Relations and ordering: partially ordered relations, partially ordered sets, representation and 
associated terminology. 
Learning Outcomes : 
By the end of this Unit, the student will be able to 
 define different types of sets and operations on sets
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 explain representation of Venn diagrams
 describe Cartesian products of sets
 explain partial ordered relations and posets
 explain representation and associated terminology of relations

UNIT-IV 
Lattices: Lattices as partially ordered sets, some properties of Lattices, Lattices as algebraic 
systems, sub-lattices, direct product and homomorphism, some special Lattices. 
Learning Outcomes : 
By the end of this Unit, the student will be able to 
 define lattice using partially ordered set
 explain some properties of lattices
 describe algebraic system of lattices
 explain sub-lattices, direct product and homomorphism of lattices

UNIT-V 
Boolean algebra: Definition and Examples, sub-algebra, direct product and Homomorphism, 
Boolean Functions, Boolean forms and free Boolean Algebras, values of Boolean expressions 
and Boolean functions, Representation and Minimization of Boolean functions 
Learning Outcomes : 
By the end of this Unit, the student will be able to 
 define Boolean algebra and sub-algebra
 explain Boolean functions and free Boolean algebras
 explain representation and minimization of Boolean functions

Course Outcomes: 
On successful completion of this course, students will be able to 
 discuss connectives and well formed formulas
 evaluate normal forms and illustrate theory of inference for statement calculus
 explain sub-lattices, direct product and homomorphism of lattices
 explain Boolean functions and free Boolean algebras
 explain representation and minimization of Boolean functions

Text Books: 
1. Discrete Mathematical structures with applications to computer science by J.P. 

Trembly and R.Manohar, Tata Mc. Graw Hill edition, 2008. 
2. Discrete Mathematical Structures by Kolman, Busby and Ross,Pearson 

Education,Asia, Fourth Edition, 2002. 
Reference Books: 

1. Discrete Mathematical Structures by Prism, 4th Edition, Prism Books Pvt Limited, 
2011. 

2. Elements of Discrete Mathematics by CL Liu, Tata Mc Graw Hill, Publishing 
company(second edition), 2010. 
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B.Sc. Mathematics    

SEMESTER  VI 

                                     MATH3051: Discrete Mathematics Lab 
No. of hrs/week: 2 Credits: 1 

 
1. Problems on equivalence and implications 
2. Problems on PDNF and PCNF 
3. Problems on validity of the statements using truth tables 
4. Problems on validity of the statements using direct method 
5. Problems on validity using indirect method of proof 
6. Problems on predicate calculus 
7. Problems on set theorey 
8. Problems on relations 
9. Problems on lattice theory 
10. Problems on Boolean algebra 

 
Course Outcomes: 
On successful completion of this course, students will be able to 

 
 evaluate normal forms and illustrate theory of inference for statement calc
 describe Cartesian products of sets
 explain partial ordered relations and posets
 explain sub-lattices, direct product and homomorphism of lattices
 explain representation and minimization of Boolean functions
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B.Sc. Mathematics 

SEMESTER III 

                                              MATH2121: Linear Programming 
No. of hrs/week: 3 Credits: 3 
Preamble: Linear programming is a mathematical technique for maximizing or minimizing a 
linear function of several variables, such as output. Linear programming is a part of 
operations research. Linear programming finds application in all fields of engineering, 
physical sciences and life sciences. Linear programming can be applied to solve real world 
problems. 
Course Objectives: 

 To introduce formulation of linear programming model 
 To discuss the methods to solve linear programming problems 
 To study the optimality 
 To study unboundedness in a linear programming problem 
 To know the applications of sensitivity analysis 

 
Unit-I 

 
Linear Programming Problems, Graphical Approach for Solving some Linear 
Programs.Convex Sets, Supporting and Separating Hyperplanes. 
Learning Outcomes: The student will be able to: 

 Formulate linear programming model for a business problem 
 Explain graphical approach to solve linear programming problem 
 Evaluate problems on convex sets 
 Explain about hyperplanes 

 
Unit-II 

 
Theory of simplex method, optimality and unboundedness, the simplex algorithm, simplex 
method in tableau format 
Learning Outcomes: The student will be able to: 

 Explain simplex method to solve linear programming problem 
 Evaluate optimality and unboundedness in a linear programming problem 
 Evaluate problems using simplex algroithm 

 
Unit-III 

 
Introduction to artificial variables, two-phase method, Big-M method 
and their comparison. 
Learning Outcomes: The student will be able to: 

 Solve problems on two phase method 
 Explain problems on Big-M method 
 Compare two phase method and Big-M method 

 
Unit-IV 

 
Duality, formulation of the dual problem, primal- dual relationships, economic 
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interpretation of the dual 
Learning Outcomes: The student will be able to: 

 Explain duality and formulation of the dual problem 
 Differentiate primal- dual problems 
 Explain economic interpretation of the dual problem over primal problem 

 

Unit-V 
 
Sensitivity analysis. 
Learning Outcomes: The student will be able to: 

 Study the uncertainty in the output of a mathematical model which can be divided 
and allocated to different sources of uncertainty in its inputs 

 Provide examples using sensitivity analysis 
 Apply sensitivity analysis on various problems 

 
Course Outcomes: On successful completion of this course, students will be able to: 

 
 Formulate linear programming model for a business problem 
 Compare two phase method and Big-M method 
 Explain duality and formulation of the dual problem 
 Differentiate primal- dual problems 
 Provide examples using sensitivity analysis 

 
Recommended Books 

1.   by S.D. Sharma published by Kedarnath and Ramnath Co. 
2.  Programming and Network  by Mokhtar S. Bazaraa, John J. Jarvis and 

Hanif D. Sherali published by John Wiley and Sons, India, 2004, 2nd edition. 
3.  to  Frederick S. Hiller and Gerald J. Lieberman 

published by TataMcGraw Hill, Singapore, 2004, 8th edition. 
4.  Research: An  byHamdy A. Taha published byPrentice- 

HallIndia, 2006, 8th edition. 
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B.Sc. Mathematics 

SEMESTER III 

                                MATH2131: Transportation and Game Theory 
No. of hrs/week: 3 Credits: 3 
Course Objectives: 

 To state transportation and assignment problem as a linear programming 
problem 

 To determine optimality conditions by using Simplex method. 
 To explain travelling salesman problem 
 To explain game theory 
 To explain mixed strategies using linear programming techniques and 

algebraic 
methods 

 
Unit- I 
Transportation problem and its mathematical formulation, northwest-corner 
method,Leastcostmethod and Vogel approximation method for determination of starting basic 
solution,algorithm for solving transportation problem 

 
Unit- II 
Non- Degeneracy and Degeneracy in transportation Problems 

 
Unit-III 

 
Assignment problem and its mathematicalformulation, Hungarian method for solving 
assignment problem, Travelling Salesman Problem 

 
Unit-IV 

 
Game theory-1: formulation of two person zero sum games, solving two person zero 
sum games, games with mixed strategies, Dominance principle, Graphical solution procedure 

 
Unit -V 
Game theory-2: Mixed strategies using Linear Programming techniques, Algebric Methods, 
Matrix method and short cut method 

 
Course Outcomes: On successful completion of this course, students will be able to: 

 state transportation and assignment problem as a linear programming 
problem 

 determine optimality conditions by using Simplex method. 
 explain travelling salesman problem 
 explain game theory 
 explain mixed strategies using linear programming techniques and algebraic 

methods 
 

. 
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Books Recommended: 
1.  Mokhtar S. Bazaraa, John J. Jarvis and 

Hanif D. Sherali published by John Wiley and Sons, India, 2004, 2nd edition. 
2.  to  Frederick S. Hiller and Gerald J. Lieberman 

published by Tata McGraw Hill, Singapore, 2009, 9th edition. 
3.  Research: An  byHamdy A. Taha published byPrentice- 

HallIndia, 2006, 8th edition. 
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B.Sc. Mathematics 

SEMESTER III 

                                          MATH2141: Linear Programming Lab 
No. of hrs/week: 2 Credits: 1 

 
1. Problems on simplex method 

 
2. Problems on Two Phase simplex method 

 
3. Problems on Big-M method 

 
4. Problems on Artificial variable techniques 

 
5. Problems on Duality 

 
6. Sensitivity Analysis 

 
Course Outcomes: On successful completion of this course, students will be able to: 

 Formulate Linear Programming Model 
 Evaluate Linear programming problems using graphical approach 
 Understand convex sets with examples 
 Evaluate LP problems using simplex method 
 Solve LP problems using two phase method and Big- M method 
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B.Sc. Mathematics 

SEMESTER III 

                             MATH2151: Transportation and Game Theory Lab 
No. of hrs/week: 2 Credits: 1 

 
1. Problems on initial basic feasible solution to a transportation problem 

 
2. Problems on optimal solution to a transportation problem 

 
3. Problems on Non-Degeneracy and Degeneracy in transportation 

 
4. Problems on Assignment problems 

 
5. Problems on Travelling salesman problem 

 
6. Problems on Games 

 
7. Mixed strategies games using Linear Programming techniques 

 
8. Algebric methods in games 

 
Course Outcomes: On successful completion of this course, students will be able to: 

 state transportation and assignment problem as a linear programming 
problem 

 determine optimality conditions by using Simplex method. 
 explain travelling salesman problem 
 explain game theory 
 explain mixed strategies using linear programming techniques and algebraic 

methods 
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B.Sc. Mathematics 

SEMESTER IV 

                                               MATH2161: Complex Analysis 
No. of hrs/week: 3 Credits: 3 
Preamble: Complex analysis is the branch of mathematical analysis that investigates 
functions of complex numbers and it is known as the theory of functions of a complex 
variable. Complex analysis naturally finds application in all fields of engineering and the 
physical sciences. Complex analysis can be applied to real-world problems 

 
Course Objectives: To introduce 

 Basic properties of complex numbers 
 Cauchy-Riemann equations 
 Analytical functions 
 Contours and their properties 
 Expansion of the function using  series 

 

UNIT-I 
Limits, Limits involving the point at infinity, continuity.Properties of complexnumbers, 
regions in the complex plane, functions of complex variable, mappings. 
Derivatives, differentiation formulas, Cauchy-Riemann equations, sufficient 
conditions for differentiability. 
Learning Outcomes: The student will be able to: 

 Define limits and continuity 
 Explain properties of complex numbers 
 Evaluate problems using Cauchy Riemann equations 
 Explain differentiation formulas and conditions for differentiability 

 

UNIT-II 
Analytic functions, examples of analytic functions, exponential function, Logarithmic 
function, trigonometric function, derivatives of functions. 
Learning Outcomes: The student will be able to: 

 Define analytical function with examples 
 Evaluate analytical functions for exponential, logarithmic, and trigonometric 
 Explain derivatives of functions 

 

UNIT-III 
 
Definite integrals of functions.Contours, Contour integrals and its examples, upper bounds for 
moduli of contour integrals. 
Learning Outcomes: The student will be able to: 
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 Explain definite integrals of functions 
 Describe contours, contour integrals and its properties 
 Evaluate problems on upper bounds for moduli of contour integrals 

 

UNIT-IV 
Cauchy-Goursat theorem, Cauchy integral  theorem and the fundamental 
theorem of algebra.Convergence ofsequences and series, Taylor series and its examples. 
Learning Outcomes: The student will be able to: 

 Explain Cauchy Goursat theorem and its applications 
 Explain Cauchy integral formula with applications 
 Evaluate problems on convergence of sequences and series 
 Explain  series with examples 

 

UNIT-V 
Laurent series and its examples, absolute and uniform convergence of power series. 
Learning Outcomes: The student will be able to: 

 Evaluate problems on Laurent series 
 Explain absolute convergence of power series 
 Explain uniform convergence of power series 

 
Course Outcomes : On successful completion of this course, students will be able to: 

 discuss the basic properties of complex numbers 
 determine Cauchy-Riemann equations 
 evaluate problems on Analytical functions 
 discuss Contours and their properties 
 demonstrate the expansion of the function using  series 

 

Books Recommended 
1.  Analysis for Mathematics and  by John H. Mathews and 

Russell W. Howell published by Jones and Bartlett publishers, 5th edition. 
2.  Variables and  by James Ward Brown and Ruel Vance 

Churchill published by Mc Graw-Hill Higher Education, 8th edition. 
3.   by Joseph Bak and Donald J. Newman published by Springer- 

Verlag New York, Inc., New York, 1997,2nd edition. 
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B.Sc. Mathematics 

SEMESTER IV 

                                            MATH2171: Functional Analysis 
No. of hrs/week: 3 Credits: 3 

 
Preamble: Functional analysis is the study of certain topological-algebraic structures and the 
properties of bounded linear maps on these structures. The aim of this course is to study the 
topological spaces, Banach spaces, Hilbert spaces and spectral theory. 
Course Objectives: 

 To introduce the fundamentals of topology to meet the needs of modern mathematics 
 To show the use of abstract algebraic/topological structures in studying spaces of 

functions 
 To give a working knowledge on basic properties of Banach, Hilbert spaces and 

bounded linear operators 
 To introduce the ideas behind some fundamental theorems 
 To present the notions of duals and adjoints 

UNIT-I 
Topological spaces: The definition and some examples, Elementary concepts, open bases and 
open subbases, weak topologies, The function algebras C(X,R) and C(X,C). 
Learning Outcomes: 
At the end of the unit, the student will be able to: 

 explain the concept of a general topological space 
 classify the standard examples. 
 explain the properties of topological spaces 

UNIT-II 
Compactness: compact spaces, products of spaces,  theorem and locally compact 
spaces, compactness for metric spaces. 
Learning Outcomes: 
At the end of the unit, the student will be able to: 

 explain the concept of compactness in topological spaces
 differentiate the basic properties of compact topological spaces
 explain the continuous functions they carry one these spaces

 
 
UNIT-III 
Banach spaces: The definition and some examples, continuous linear transformations, The 
Hahn-Banach theorem, The natural imbedding of N in N** , The open mapping theorem, The 
conjugate of an operator. 
Learning Outcomes: 
At the end of the unit, the student will be able to 

 explain the concepts of Banach space and classify the standard examples. 
 use properly the specific techniques for bounded operators over Banach Spaces. 
 explain the fundamental results in the theory with accuracy and proper formalism 
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UNIT-IV 
Hilbert spaces: The definition and some simple properties, orthogonal complements, 
orthonormal sets, the conjugate space H*, the adjoint of an operator, self adjoint operators. 
Learning Outcomes: 
At the end of the unit, the student will be able to 

 differentiate between the Banach and Hilbert Spaces 
 explain the concepts of Hilbert space and classify the standard examples. 
 explain operators over Hilbert Space. 
 explain the fundamental results in the theory with accuracy and proper formalism 

 
UNIT-V 
Normal and Unitary operators, Projections, the spectrum of an operator, the spectral theorem. 
Learning Outcomes: 
At the end of the unit, the student will be able to 

 explain the importance of normal operators in defining a spectral resolution
 explain spectral theorem
 recognize the importance of finite dimension of Hilbert space in discussing spectral 

theory
Course Outcomes 
On successful completion of this course, students will be able to: 

 understand how functional analysis uses and unifies the ideas from vector spaces, the 
theory of matrices and complex analysis

 understand the notions of dot product and Hilbert space.
 use properly the specific techniques for bounded operators over normed and Hilbert 

spaces.
 recognize the fundamental properties of Banach spacesspacesand Hilbert spaces
 acquainted with the statement of the Hahn-Banach theorem and its corollaries, the 

open mapping theorem and the closed graph theorem
Text Book: 

1. Introduction to Topology and Modern Analysis by G.F. Simons, Mc Graw Hill, 2004 
Reference Books: 

1. Functional Analysis by B.V.Limaye, Wiley Eastern Ltd, 1981 
2. Functional Analysis by J.N.Sharma & A. Vasishta, 31st edition, Krishna Prakashan, 

2010. 
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B.Sc. Mathematics 

SEMESTER IV 

                                                  MATH2181: Number Theory 
No. of hrs/week: 3 Credits: 3 
Course Objectives : 

 To define division algorithm 
 To demonstrate the fundamental theorem of arithmetic 
 To explain prime number theorem 
 To explain complete set of residues 
 To evaluate problems using Möbius inversion formula 

 
Unit -I 

 
arithmetic 

 
Unit-II 
Prime counting function, statement of prime number theorem, Goldbach conjecture 

 
Unit-III 
Binary and decimal representation of integers, linearcongruences, complete set of residues. 

 
Unit-IV 
Number theoretic functions, sum and number of divisors, totally multiplicativefunctions, 
definition and properties of the Dirichlet product, 

 
Unit-V 
The Möbius inversion formula, the greatest integer  phi-function. 

 
Course Outcomes: On successful completion of this course, students will be able to: 

 Define division algorithm 
 Demonstrate the fundamental theorem of arithmetic 
 Explain prime number theorem 
 Explain complete set of residues 
 Evaluate problems using Möbius inversion formula 

 
Books Recommended: 

1. David M. Burton, Elementary Number Theory 6th Ed., Tata McGraw-Hill Edition, 
\Indian reprint, 2007. 

2. Richard E. Klima, Neil Sigmon, Ernest Stitzinger, Applications of Abstract Algebra 
with Maple, CRC Press, Boca Raton, 2000. 

3. Neville Robinns, Beginning Number Theory, 2nd Ed., Narosa Publishing House 
Pvt. Limited, Delhi, 2007. 



134  

B.Sc. Mathematics 

SEMESTER IV 

                                                    MATH2191: Graph Theory 
No. of hrs/week: 3 Credits: 3 
Preamble : 
Graph theory is an introductory course to the basic concepts of graphs. This includes 
definition of graphs, vertex degrees, directed graphs, connectivity, trees, optimization 
involving trees, paths and shortest paths. 

 
Course Objectives: 
 To understand different types of graphs and their properties
 To learn the basic concept and applications of graphs
 To learn the basic concept and applications of paths and circuits using connectivity
 To learn spanning trees
 To identify and practice the difference between Eulerian and Hamiltonian graphs

 
UNIT-I 
GRAPHS AND DIGRAPHS : Introduction, Graph Isomorphism, Subgraphs, Degrees, 
Indegrees, and Outdegrees , Adjacency Matrices and Incidence Matrices, Degree Vectors of 
Simple Graphs 
Learning Outcomes 
By the end of this Unit, the student will be able to 
 define graph, subgraph, degree of a vertex
 explain directed graphs , indegree of a vertex and outdegree of a vertex
 explain adjacency matrices

 
UNIT-II 
CONNECTIVITY : Paths, Circuits, and Cycles, Connected Graphs and Digraphs, Trees and 
Spanning Trees, Strong Orientations of Graphs 
Learning Outcomes 
By the end of this Unit, the student will be able to 
 understand paths, circuits and cycles
 explain connected graphs
 explain trees and spanning trees

UNIT-III 
EULERIAN AND HAMILTONIAN GRAPHS: Eulerian Graphs and 
Digraphs,Hamiltonian Graphs and Digraphs, Tournaments 

 
Learning Outcomes 
By the end of this Unit, the student will be able to 
 define Eulerian graphs
 explain Hamiltonian graphs
 explain tournaments

 
UNIT-IV 
OPTIMIZATION INVOLVING TREES: Minimum Weight Spanning Trees ,Maximum 
Weight Branchings, Minimum Weight Arborescences , Matroids and the Greedy Algorithm 
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Learning Outcomes 
By the end of this Unit, the student will be able to 
 explain about minimum weight spanning trees
 explain maximum weight brachings
 explain Greedy algorithm

UNIT-V 
SHORTEST PATH PROBLEMS: Two Shortest Path Algorithms ,The Steiner Network 
Problem , Facility Location Problems 
Learning Outcomes 
By the end of this Unit, the student will be able to 
 explain shortest path algorithms
 evaluate problems on shortest path
 explain the Steiner Network Problem
 explain Facility Location Problems

 
Course Outcomes 

On successful completion of this course, students will be able to: 
 

 define graph, subgraph, degree of a vertex
 explain trees and spanning trees
 explain Hamiltonian graphs
 explain about minimum weight spanning trees
 explain the Steiner Network Problem

Text Books: 

Graph Theory by V.K. Balakrishnan,Schaum's Outline Series , Tata Mc Graw  Hill 
edition.,2007 
Reference Books: 

 
2. Discrete Mathematics ,  outlineserie, by Seymour Lipschutz and Marc 

Lipson Tata Mc Graw Hill, 2nd Edition. 
3. Discrete Mathematical Structures by Prism, 4th Edition, Prism Books Pvt Limited, 

2011. 
4. Graph theory with applications to engineering and computer science by Narsingh 

Deo, Prentice-Hall of India Pvt.ltd, 2014 
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B.Sc. Mathematics 

SEMESTER  V 

                                                MATH3121: Classical Mechanics 
No. of hrs/week: 3 Credits: 3 
Preamble : 
Classical mechanics is important backbone of physics which deals with understanding the 
motion of particles. This course covers Newtonian Mechanics, Lagrangian and Hamilotonian 
dynamics, canonical transformations, and theory of relativity. 
Course Objectives: 

 To know the concepts of Newtonian mechanics 
 To differentiate holonomic and Non holonomic constraints 
 To explain D  principle 
 To understand the concept of  principle 
 To identify the difference between  Hamiltonian 

UNIT-I 
Introductory Concepts of Newtonian Mechanics: Mechanics of particle-law of 
conservation of Linear Momentum, Angular Momentum and conservation of Energy. 
Mechanics of System of Particles-Conservation of linear and Angular Momentum and 
conservation of energy. 
Learning Outcomes: 
By the end of this Unit, the student will be able to 

 explain conservation of linear momentum 
 explain concept of conservation of energy 
 use mechanics of system of particles 
 use conservation of linear and angular momentum and conservation of energy 

UNIT-II 
Lagrangian Dynamics: Constraints-Types of Constraints-Holonomic and Non holonomic. 
Generalized coordinates ,principle of virtual work, D Alemberts Principle, Lagranges 
Equation from D Alemberts Principle.Hamiltons principle -  equation from 
Hamiltons principle, Superiority of Lagrangian mechanics over Newtonian approach. 
Learning Outcomes: 
By the end of this Unit, the student will be able to 

 explain types of constraints of generalized coordinates 
 use D Alemberts principle and Lagranges equation 
 explain difference between Lagrangian mechanics over Newtonian approach 

UNIT-III 
Hamiltonian Dynamics and Variational Principles: Generalized Momentum and Cyclic 
coordinates, Conservation of Linear Momentum, Conservation of Angular Momentum and 
Jacobi Integral. Hamiltons Equation. Calculus of variation and Euler- Lagranges Equation, 
Deduction of hamiltons principle from D Alemberts principle.Modified Hamiltons principle 
and Principle of Least action. 
Learning Outcomes: 
By the end of this Unit, the student will be able to 

 use generalized momentum and cyclic coordinates 
 explain conservation of angular momentum and Jacobi integral 
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 demonstrate principle of least action 
 

UNIT-IV 
Canonical Transformations: Legendre Transformations, Generating Functions, Condition 
for canonical Transformations,Poissons Brackets, Lagran  Brackets and their relation, 
Invariance of Poissons Barckets with canonical Transformations. Hamiltons Jacobi Method- 
Application of Harmonic Oscillator. 
Learning Outcomes: 
By the end of this Unit, the student will be able to 

 explain Legendre transformations 
 evaluate problems using  brackets 
 explain application of Harmonic Oscillator 

 
UNIT-V 
Special Theory of Relativity: Galelian Transformations, principle of relativity, Postulates of 
special theory of relativity ,Lorentz transformations and Inverse Lorentz transformations, 
Consequences of Lorentz transformations-Length contraction, simultaneity and time dilation. 

 
Learning Outcomes: 
By the end of this Unit, the student will be able to 

 explain principle of relativity 
 use postulates of special theory of relativity 
 differentiate Lorentz transformations and inverse transformations 

 
Course Outcomes: 
On successful completion of this course, students will be able to 

 explain conservation of linear momentum 
 explain concept of conservation of energy 
 use mechanics of system of particles 
 explain difference between Lagrangian mechanics over Newtonian approach 
 explain conservation of angular momentum and Jacobi integral 

Text Book 
Classical Mechanics by J.C.Upadhya, Himalaya Publishers 

 
Reference Books 

1. Classical mechanics by H.Goldstein, 2nd edition, Narosa publishing House, 2001. 
2. Relevant topics from special relativity by W.Rindler, Oliver & Boyd, 2005 
3. Classical Mechanics by Aruldhas, 1st Edition, PHI Learning Pvt. Ltd., 2009 
4. N.C.Rane and P.S.C. Joag, Classical Mechanics, Tata Mc Graw-Hill ,1991. 
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B.Sc. Mathematics 

SEMESTER  V 

MATH3131: Theory of Computation 
No. of hrs/week: 3 Credits: 3 

 
Preamble: 
Theory of computation helps the learners to know the models of computation, along with 
their variants in the context of formal languages and their recognizers. This course can be 
applied in designing compilers and pattern recognition system. 
Course Objectives: 

 To understand the concept of non deterministic finite state machines 
 To establish equivalences of DFA and NDFA 
 To classify Chomsky type of languages 
 To discuss the ambiguity in context-free grammars 
 To design Turing machines 

 
UNIT-I 
The Theory of Automata : Definition of an Automata, Description of a Finite Automation, 
Transition systems, properties of transition functions, acceptability of a string by a finite automaton, 
Non Deterministic finite state machines, the equivalences of DFA and NDFA, Melay and Moore 
models, Minimization of finite automata. 

 
Learning Outcomes : 
By the end of this Unit, the student will be able to 

 define deterministic and non-deterministic finite state machines 
 explain the equivalences of DFA and NDFA 
 differentiate Melay and Moore models 
 explain minimization of finite automata 

 
UNIT-II 
Formal languages : basic definitions and examples, Chomsky classification of Languages, Languages 
and their relation, Recursive and recursively enumerable sets, operations of languages, languages and 
automata. 
Learning Outcomes : 
By the end of this Unit, the student will be able to 

 define phrase structure grammar and language 
 explain languages and their relation 
 understand the concept of recursive and recursively enumerable sets 

 
UNIT-III 
Regular sets and regular grammars: Regular expressions, finite automata and regular expressions, 
pumping lemma for regular sets, application of pumping lemma, closure properties of regular sets, 
regular sets and regular grammars. 

 
Learning Outcomes : 
By the end of this Unit, the student will be able to 

 explain regular expression and finite automata 
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 understand the concept of pumping lemma for regular sets 
 explain application of pumping lemma 
 explain properties of regular sets and regular grammars 

 

UNIT-IV 
Context free Languages: Context- free languages and derivation trees, ambiguity in context-free 
Grammars, simplification of context-free grammars, normal forms for context-free grammars. 

 
Learning Outcomes : 
By the end of this Unit, the student will be able to 

 explain context-free languages 
 understand the concept of derivation trees and ambiguity in context free grammars 
 explain normal forms of context- free grammars 

 
UNIT-V 
Turing Machines and Linear Bounded Automata: Turing Machine model, Representation of 
Turing Machines, Language acceptability by Turing Machines, Design of Turing Machines, Universal 
Turing Machines and other modifications. 

 
Learning Outcomes : 
By the end of this Unit, the student will be able to 

 define Turing machine model 
 explain representation of Turing machines 
 design a Turing machine 

Course Outcomes 
On successful completion of this course, students will be able to: 

 
 define deterministic and non-deterministic finite state machines 
 explain minimization of finite automata 
 understand the concept of derivation trees and ambiguity in context free grammars 
 explain representation of Turing machines 
 design a Turing machine 

 

Text Book: Theory of Computer science ( Automata, Languages and computation) Chapters : 
2,3,4,5.1 to 5.4 and 7.1 to 7.5 by K.L.P.Mishra, N.Chandrasekaran, PHI , Second edition, 1998 
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B.Sc. Mathematics 

SEMESTER  VI 

                                             MATH3141: Fluid Dynamics 
No. of hrs/week: 3 Credits: 3 
Preamble : 
This course aims to study the fundamentals of fluid mechanics such as kinematics of fluid, 
incompressible flow and boundary layer flows. 

 
Course Objectives: 
 To understand general equations of motion and equation of continuity
 To learn the basic concept of two dimensional motion
 To learn the basic concept of Navier stokes equatons of motion
 To learn about boundary layer theorem
 To identify integral equations of the boundary layer

UNIT-I 
General equations of motion  Equation of continuity, Equations of motion of an inviscid 
fluid, irrotational motion, Persistence of   irrotational motion,  

 
of the Ref.1.2.1 to 2.6) 
Learning Outcomes 
By the end of this Unit, the student will be able to 
 establish equation of continuity
 understand the concept of  equation
 explain the concept of kinetic energy and uniqueness theorem

 

UNIT-II 
Two dimensional motion introduction, Basic singularities source, sink, doublet, Ranking 
technique of constructing stream lines method of images circle theorem, Blasius theorem lift 
force. (Chapter 3 of the Ref.1 3.1 to 3.5 and 3.7.4, 3.75) 
Learning Outcomes 
By the end of this Unit, the student will be able to 
 explain two dimensional motion
 evaluate problems on ranking technique of construction stream lines
 explain Blasius theorem lift force

 
UNIT-III 
Dynamics of real fluids- introduction, Navier stokes equations of motion- vorticity and 
circulation in a Viscous fluid, Exact solutions of N.S. equations. Unsteady of flows. (Chapter 
5 of the Ref.1.5.1 to 5.3  excluding 5.3.4) 
Learning Outcomes 
By the end of this Unit, the student will be able to 
 explain Navier stokes equations of motion
 understand the concept of vorticity and circulation in a viscous fluid
 explain unsteady of flows
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UNIT-IV 
Boundary layer theory- introduction derivation of two dimensional boundary layer equations- 
integral equations of the boundary layer. 
Learning Outcomes 
By the end of this Unit, the student will be able to 
 explain boundary layer theory
 understand derivation of two dimensional boundary layer equations
 explain integral equations of the boundary layer

 
UNIT-V 
Analytical solutions of the boundary layer equation. Flow parallel to a semi-infinite flat plate. 
Flow near the stagnation points of a cylinder. (Chapter 6 of the Ref.1 - 6.1, 6.2 and 6.3.1 and 
6.3.2) 
Learning Outcomes 
By the end of this Unit, the student will be able to 
 explain analytical solutions of the boundary layer equation
 evaluate problems on flow parallel to a semi-infinite flat plate
 understand the concept of flow near the stagnation points of a cylinder

 
Text Book: 

1. Modern Fluid Dynamics on Compressible flow, Volume 1 by N.Curle and 
H.J.Davie D.Van Nostrand Company Ltd., London, 1968 

Reference Books: 
1. Fluid Dynamics by M. D. Raisinghania, S. Chand and Co., 2010 
2. Text book of Fluid Dynamics by F. Chorlton, CBS Publications,Delhi, 1985 
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B.Sc. Mathematics 

SEMESTER  VI 

MATH3151: Transform Techniques and Tensor Analysis 
No. of hrs/week: 3 Credits: 3 
Preamble : 
Transform techniques develops mathematical techniques which are useful in solving real 
world problems involving differential equations, and is a development of ideas which arise in 
Laplace transforms, integral equations, Calculus of variations, integral transforms, and tensor 
analysis. 

 
Course Objectives: 

 To discuss the properties of Laplace transforms. 
 To familiarize the concepts of transforms of derivatives 
 To explain convolution theorem 
 To discuss the application to differential equations 
 To classify the integral equations 

 
UNIT-I 
Laplace transforms: Transformation of elementary functions, properties, Transforms of 
derivatives, Transforms of integrals, inverse transforms, convolution theorem, Application to 
differential equations, simultaneous linear equation with constant coefficients, periodic 
functions and special functions. 
Learning Outcomes: 
By the end of this Unit, the student will be able to 

 explain transformation of elementary functions and properties 
 illustrate the concepts of transforms of derivatives and integrals 
 develop application to differential equations 

 

UNIT-II 
Integral equations: Classification of integral equations, connection with differential 
equations, integral equations of convolution type, method of successive approximations. 
Learning Outcomes: 
By the end of this Unit, the student will be able to 

 classify integral equations 
 describe the connection with differential equations 
 explain method of successive approximations 

 

UNIT-III 
Calculus of variations:  equations, other forms, Solutions of  equations, 
several dependent variables. Functions involving higher order derivatives. 
Learning Outcomes: 
By the end of this Unit, the student will be able to 

 explain  and other forms 
 explain calculus of variations 
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 evaluate functions involving higher order derivatives 
 

UNIT-IV 
Integral transforms: Fourier sine, cosine transforms, properties, Applications to Boundary 
value problems. 

 
Learning Outcomes: 
By the end of this Unit, the student will be able to 

 explain properties of Fourier sine and cosine transforms 
 explain applications to boundary value problems 

UNIT-V 
Tensor Analysis: N-dimensional space, covariant and contra variant vectors, contraction, 
second and higher order tensors, quotient law, fundamental tensor, associate tensor, 
Christoffel symbols, covariant derivatives. 
Learning Outcomes: 
By the end of this Unit, the student will be able to 

 explain properties of covariant and contra variant vectors 
 evaluate problems on second and higher order tensors 
 define Christoffel symbols 

Course Outcomes: 
On successful completion of this course, students will be able to 

 explain transformation of elementary functions and properties 
 illustrate the concepts of transforms of derivatives and integrals 
 classify integral equations and describe the connection with differential equations 
 explain calculus of variations 
 explain properties of Fourier sine and cosine transforms 

Text Books: 
1. Higher Engineering Mathematics by B.S.Grewal, Khanna publishers, 2012. 
2. Tensor calculus a concise course by Barry Spain, Mc Graw Hill, 2002 
Reference Books: 

1. Vector and Tensor Analysis by Lass, Mc Graw Hill , 2002 
2. Calculus of variations by Weinstock, Mc Graw Hill , 2002 
3.  Differential Equations and Calculus of Variations by Elsgolts L, MIR Publishers, 

1998 


