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1. ADMISSION

1.1 Admission into M.Sc. Data Science program of GITAM University is governed by
GITAM University admission regulations.

2. ELIGIBILITY CRITERIA

2.1. A pass in BCA or B.Sc. degree with a minimum aggregate of 50% marks / a pass in any
degree with minimum aggregate of 50% marks along with Mathematics or Statistics or
Computer science as one of the subject.

2.2. Admission into M.Sc. Data Science (Master of Science in Data Science) will be based on
All India GITAM Science Admission Test (GSAT) conducted by GITAM University
and the rule of reservation, wherever applicable.

3. CHOICE BASED CREDIT SYSTEM

Choice Based Credit System (CBCS) is introduced with effect from the admitted Batch of
2015-16 based on UGC guidelines in order to promote:

e Student Centered Learning

e  (afeteria approach

e Inter-disciplinary learning

Learning goals/objectives and outcomes are specified leading to what a student should
be able to do at the end of the program.

4. STRUCTURE OF THE PROGRAM
4.1 The Program Consists of
1) Foundation Courses (compulsory) which gives general exposure to a Student in

communication and subject related area.
i1) Core Courses(compulsory).
ii1) Discipline centric electives which
a) are supportive to the discipline
b) give expanded scope of the subject
c) give their disciplinary exposure
d) nurture the student skills

iv) Open electives are of general nature either related or unrelated to the discipline.
v) Practical Proficiency Courses, Laboratory and Project work.

4.2 Each course is assigned a certain number of credits depending upon the number
of contact hours (lectures/tutorials/practical) per week.



4.3 In general, credits are assigned to the courses based on the following contact hours
per week per semester.

One credit for each Lecture / Tutorial hour per week.
One credit for two hours of Practical per week.

Eight credits for project.

4.4 The curriculum of the Four semesters M.Sc. Data Science program is designed to have
a total of 83 credits for the award of M.Sc. Data Science degree.

5. MEDIUM OF INSTRUCTION

The medium of instruction (including examinations and project reports) shall be in English.

6. REGISTRATION

Every student has to register himself / herself for each semester individually at the
time specified by the Institute / University.

7. ATTENDANCE REQUIREMENTS

7.1.

7.2.

A student whose attendance is less than 75% in all the courses put together in any
semester will not be permitted to attend that end - semester examination and he/she
will not be allowed to register for subsequent semester of study. He/she has to repeat
the semester along with his / her juniors.

However, the Vice Chancellor on the recommendation of the Principal / Director of
the Institute/School may condone the shortage of attendance to the students whose
attendance is between 66% and 74% on genuine grounds and on payment of
prescribed fee.

8. EVALUATION

8.1.

8.2.

8.3.

The assessment of the student’s performance in a Theory course shall be based on two
components: Continuous Evaluation (40 marks) and Semester-end examination (60
marks).

A student has to secure an aggregate of 40% in the course in continuous and semester
end examinations the two components put together to be declared to have passed the
course, subject to the condition that the candidate must have secured a minimum of 24
marks (i.e. 40%) in the theory component at the semester-end examination.

Practical / Viva voce etc. courses are completely assessed under Continuous Evaluation
for a maximum of 100 marks and a student has to obtain a minimum of 40% to secure
Pass Grade. Details of Assessment Procedure are furnished below in Tablel.



Table 1: Assessment Procedure

S. | Component of | Marks Type of
No. assessment allotted Assessment

Scheme of Examination

1 40 Continuous
evaluation

Theory

(i) Three mid semester examinations
shall be conducted for 15 marks each.
The performance in best two shall be
taken into consideration.

(i1) 5 marks are allocated for quiz.
(ii1) 5 marks are allocated for
assignments.

60 Semester-end
examination

The semester-end examination
shall be for a maximum of 60 marks.

Total 100

2 Practicals 100 Continuous
evaluation

60 marks for performance, regularity,
record and case study. Weightage for
each component shall be announced at
the beginning of the semester.

40 marks (30 marks for experiment(s)
and 10 marks for practical Viva-voce.)
for the test conducted at the end of the
semester conducted by the concerned lab
Teacher.

Total 100

3 Project work 200 Project
evaluation

150 marks for evaluation of the project
work dissertation submitted by the
candidate.

50 marks are allocated for the project
Viva-Voce.

The project work evaluation and the
Viva-Voce shall be conducted by one
external examiner outside the University
and the internal examiner appointed by
the Head of the Department.

9. RE-TOTALING & REVALUATION

9.1 Re-totaling of the theory answer script of the semester-end examination is permitted on
request by the student by paying the prescribed fee within one week after the

announcement of the results.

9.2 Revaluation of the theory answer scripts of the semester-end examination is permitted
on request by the student by paying the prescribed fee within one week after the

announcement of

the result.




10. PROVISION FOR ANSWER BOOK VERIFICATION & CHALLENGE
EVALUATION:

10.11f a student is not satisfied with his/her grade after revaluation, the student can
apply for, answer book verification on payment of prescribed fee for each
course within one week after announcement of revaluation results.

10.2 After verification, if a student is not satisfied with revaluation marks/grade awarded,
he/she can apply for challenge valuation within one week after announcement of
answer book verification result/ two weeks after the announcement of revaluation
results, which will be valued by the two examiners i.e., one Internal and one
External examiner in the presence of the student on payment of prescribed fee. The
challenge valuation fee will be returned, if the student is succeeded in the appeal
with a change for a better grade.

11. SUPPLEMENTARY EXAMINATIONS & SPECIAL EXAMINATIONS:

11.1 The odd semester supplementary examinations will be conducted on daily basis
after conducting regular even semester examinations in April/May.

11.2 The even semester supplementary examinations will be conducted on daily basis
after conducting regular odd semester examinations during November/December

11.3 A student who has completed his/her period of study and still has “F” grade in final
semester courses is eligible to appear for Special Examination normally held
during summer vacation.

12. PROMOTION TO THE NEXT YEAR OF STUDY
12.1 A student shall be promoted to the next academic year only if he/she completes the
academic requirements of 60% of the credits till the previous academic year.
12.2  Whenever there is a change in syllabus or curriculum he/she has to continue the
course with new regulations after detention as per the equivalency established by
the Board of Studies (BoS) to continue his/her further studies.

13. BETTERMENT OF GRADES

13.1 A student who has secured only a pass or second class and desires to improve
his/her class can appear for betterment examinations only in ‘n’ (where ‘n’ is no.of
semesters of the program) theory courses of any semester of his/her choice,
conducted in summer vacation along with the Special Examinations.

13.2 Betterment of Grades is permitted ‘only once’, immediately after completion of the
program of study.

14. REPEAT CONTINUOUS EVALUATION

14.1A student who has secured ‘F’ grade in a theory course shall have to reappear at
the subsequent examination held in that course. A student who has secured ‘F’



grade can improve continuous evaluation marks upto a maximum of 50% by
attending special instruction classes held during summer.

14.2 A student who has secured ‘F’ grade in a practical course shall have to attend

Special Instruction classes held during summer.

14.3 A student who has secured ‘F’ grade in a combined (theory and practical)
course shall have to reappear for theory component at the subsequent
examination held in that course. A student who has secured ‘F’ grade can
improve continuous evaluation marks up to a maximum of 50% by
attending special instruction classes held during summer.

14.4 The RCE will be conducted during summer vacation for both odd and even
semester students. Student can register a maximum of 4 courses. Biometric
attendance of these RCE classes has to be maintained. The maximum marks
in RCE be limited to 50% of Continuous Evaluation marks. The RCE marks
are considered for the examination held after RCE except for final semester
students.

14.5 RCE for the students who completed course work can be conducted during the
academic semester. The student can register a maximum of 4 courses at a time
in slot of 4 weeks. Additional 4 courses can be registered in the next slot.

14.6 A student is allowed to Special Instruction Classes (RCE) ‘only once’ per course.

15. GRADING SYSTEM

15.1 Based on the student performance during a given semester, a final letter
grade will be awarded at the end of the semester in each course. The letter
grades and the corresponding grade points are as given in Table 2.

Table 2: Grades & Grade Points

S1.No. Grade Grade Points Absolute Marks

1 O (outstanding) 10 90 and above
2 A+ (Excellent) 9 80 to 89

3 A (Very Good) 8 70 to 79

4 B+ (Good) 7 60 to 69

5 B (Above Average) 6 50 to 59

6 C (Average) 5 45 to 49

7 P (Pass) 4 40 to 44

8 F (Fail) 0 Less than 40

9 Ab. (Absent) 0 -

15.2 A student who earns a minimum of 4 grade points (P grade) in a course is
declared to have successfully completed the course, subject to securing an
average GPA (average of all GPAs in all the semesters) of 5 at the end of
the Program to declare pass in the program.

Candidates who could not secure an average GPA of 5 at the end of the
program shall be permitted to reappear for a course(s) of their choice to
secure the same.



16. GRADE POINT AVERAGE

16.1 A Grade Point Average (GPA) for the semester will be calculated according to the below
formula :

Where C = number of credits for the course,

G = grade points obtained by the student in the course.
To arrive at Cumulative Grade Point Average (CGPA), a similar formula is used considering the
student’s performance in all the courses taken, in all the semesters up to the particular point of
time.
16.2 CGPA required for classification of class after the successful completion of
the program is shown in Table 3.

Table 3: CGPA required for award of Class

Class CGPA Required
First Class with > 8.0%*
Distinction
First Class >6.5
Second Class >5.5
Pass Class >5.0

*  In addition to the required CGPA of 8.0 or more the student must have
necessarily passed all the courses of every semester in first attempt.

17. ELIGIBILITY FOR AWARD OF THE MSc Data Science DEGREE

17.1 Duration of the program: A student is ordinarily expected to complete M.Sc.
program in four semesters of two years. However a student may complete
the program in not more than four years including study period.

17.2  However the above regulation may be relaxed by the Vice-Chancellor in
individual cases for cogent and sufficient reasons.

17.3 A student shall be eligible for award of the M.Sc. Degree if he / she fulfills
all the following conditions.

a) Registered and successfully completed all the courses and projects.

b) Successfully acquired the minimum required credits as specified in the
curriculum corresponding to the branch of his/her study within the
stipulated time.

¢) Has no dues to the Institute, hostels, Libraries, NCC / NSS etc, and

d) No disciplinary action is pending against him / her.

17.4 The degree shall be awarded after approval by the Academic Council.

18. DISCRETIONARY POWER

Notwithstanding anything contained in the above sections, the Vice-Chancellor may
review all exceptional cases, and give his decision, which will be final and binding.



PROGRAMME EDUCATIONAL OBJECTIVES (PEOs)

PEO1: Graduate shall have successful professional career in data science and allied fields with in-
depth knowledge and practical/interpersonal skills.

PEO2: Graduates will have the ability to apply knowledge across the disciplines like computer
science, optimization, and statistics to handle the realistic problems.

PEO3: Graduates will demonstrate skill in Data management and will demonstrate proficiency in
statistical analysis of data.

PROGRAM OBJECTIVES(POS)

1. Ability to apply knowledge of mathematics, probability and statistics, computer science and
solve problems.

2. An ability to analyze very large data sets in the context of real-world problems and interpret
results using data analytics

3. The ability to apply the knowledge and generate actionable insights from data to solve
problems that analysts and business users can translate into tangible business value.

4. Ability to model, analyze, design, visualize and realize physical systems or processes of

increasing size and complexity.

5. Ability to develop strategies for analyzing data and visualizing the data by using complex
machine learning algorithms to build predictive models for a wide range of application
domains

PROGRAM OUTCOMES (POS)

1. Engineering knowledge: Apply the knowledge of mathematics, science, engineering
fundamentals, and an engineering specialization to the solution of complex engineering
problems.

2. Problem analysis: To Identify, formulate, research literature, and analyze complex
engineering problems reaching substantiated conclusions using first principles of
mathematics, natural sciences, and engineering sciences.

3. Design/development of solutions: Design solutions for complex engineering problems and
design system components or processes that meet the specified needs with appropriate
consideration for public health and safety, and the cultural, societal, and environmental
considerations.

4. Conduct investigations of complex problems: Use research-based knowledge and research
methods including design of experiments, analysis, and interpretation of data, and synthesis
of the information to provide valid conclusions.

5. Modern tool usage: Create, select, and apply appropriate techniques, resources, and
modern engineering and IT tools including prediction and modeling to complex engineering
activities with an understanding of the limitations.

6. The engineer and society: Apply reasoning of the contextual knowledge to assess societal,
health, safety, legal and cultural issues and the consequent responsibilities relevant to the
professional engineering practice.

7. Environment and sustainability: Understand the impact of the professional engineering
solutions in societal and environmental contexts, and demonstrate the knowledge of, and
need for sustainable development.



8. [Ethics: Apply ethical principles and commit to professional ethics and responsibilities and
norms of the engineering practice.

9. Individual and teamwork: Function effectively as an individual, and as a member or leader
in diverse teams, and in multidisciplinary settings.

10. Communication: Communicate effectively on complex engineering activities with the
engineering community and with society at large, such as, being able to comprehend and
write effective reports and design documentation, make effective presentations, and give and
receive clear instructions.

11. Project management and finance: Demonstrate knowledge and understanding of the
engineering and management principles and apply these to one’s own work, as a member
and leader in a team, to manage projects and in multidisciplinary environments.

12.Life-long learning: Recognize the need for, and have the preparation and ability to engage
in independent and life-long learning in the broadest context of technological change.

PROGRAM SPECIFIC OUTCOMES (PSOS)
PSO1: To equip students with a sound knowledge base of programming language skills and an
overall understanding of the domain in order to meet the requirements of the industry.

PSO2: To provide a concrete foundation in Mathematics, Artificial Intelligence, and Data Analytic
techniques that can lead to research in the specialized fields as well as Employability.

PSO3: To acquire proficiency in statistical analysis of data, build and assess data models so as to be
competent enough to meet global requirements as software professionals.

PSO4: To prepare graduates so as to make them lifelong learners through continuous Professional
development.



M. Sc Data Science - Scheme of Instruction

I SEMESTER
Sno |Course Code Course Title Category L P C |Remarks
1 | 20SDS 701 | Introduction to PC 3 0 4
Modern Databases
2 | 20SDS 703 | Python Programming PC 3 0 4
and Data
Visualization
3 | 20SDS 705 | Statistics — I PC 3 0 4
4 | 20SDS 707 | Artificial Intelligence PC 3 0 4
5 | 20SSE 705/ | Internet of Things SSE 2 0 2
OR
Introduction to
20SSE 707 | Programming in
MATLAB
6 | VDCI111 Venture Discovery SEC 3 0 2
7 | 20SDS 721 | Modern Databases PP 0 3 2
Lab
8 | 20SDS 723 | Python Programming PP 0 3 2
Lab
Total 17 6 24
II SEMESTER
Sno [Course Code Course Title Category L P C |Remarks
1 | SAE 702 Professional AEC 2 0 2
Communication Skills
2 | 20SDS 702 | Web Programming PC 3 0 4
3 | 20SDS 704 | Statistics —II PC 3 0 4
4 | 20SDS 706 | Data Mining PC 3 0 4
5 | 20SDS 708 | Data Security and PC 3 0 4
Privacy
6 | 20SDS 710 | Mathematics for Data | PC 3 0 4
Science
7 | 20SDS 722 | R Programming Lab | PP 0 3 2
8 | 20SDS 724 | Web Programming PP 0 3 2
Lab
Total 17 6 26




I1I SEMESTER

Sno |Course Code Course Title Category | L T P C [Remarks
1 | 20SDS 801 | Machine Learning PC 3 1 0 4
2 | 20SDS 803 | Big Data Analytics PC 3 1 0 4
3 | 20SOE 857 | Design of OE 2 1 0 3

Experiments
4 Generic Elective -1 | GE 3 1 0 4
20SDS 841 |Web Analytics
20SDS 843 |Fundamentals of
Block Chain
Technologies
20SDS 845 | High Performance
Computing
20SDS 847 | Data Storage
Technologies and
Networking
5 Generic Elective —I1 | GE 3 1 0 4
20SDS 849 |Cloud Computing
20SDS 851 |Computational
Biology
20SDS 853 |Deep Learning
20SDS 855 | Natural Language
Processing
6 | 20SDS 821 | Data Analytics Lab PP 0 3 2
7 | 20SDS 823 | Machine Learning PP 0 3 2
Lab using
Python
20SDS 825 | Industrial Training & |PP 0 0 2 2
Seminar
Total 14 5 8 25
v SEMESTER

Sno |Course Code Course Title Category | L T P C |Remarks

1 20SDS 891 | Project Work PP 0Of o 3 8

Total Credits: 24 + 26+ 25+ 8 = 83



M.Sc DATA SCIENCE

SEMESTER- 1
20SDS 701 INTRODUCTION TO MODERN DATABASES
Hours per week: 4 End Examination: 60Marks
Credits:4 Sessionals: 40 Marks

This course provides fundamental and practical knowledge on database concepts by
means of organizing the information, storing and retrieving the information in an efficient
and flexible way when data is stored in a well-structured model. This course ensures that
every student will gain experience in creating data models and database design.

e Demonstration of basic database concept and construction of simple and moderately
advanced database queries using Structured Query Language

Explain and successfully apply logical database design principles, including E-

R diagrams and database normalization.

Demonstrate the concept of a database transaction, indexing, hashing.

Explain different types of database architecture, the concept of parallel and distributed
databases.

Learn NoSQL features and Compare types of NOSQL Databases.

UNIT-I
Introduction to Relational Database Model: Structure of Relational Database, Database
Schema, Keys, Schema Diagrams, Relational Query Languages, Relational Operations.
Introduction to SQL: Overview of the SQL query Language, SQL data definition, Basic
structure of SQL queries, Additional basic operations, Set operations, Null values,
Aggregate functions, Nested sub queries, Modification of the database.
Intermediate SQL: Join expressions, Views, Transactions, Integrity Constraints, SQL data types

and schemas, Authorization. (8hours)

Learning Outcomes:
After completion of this unit, student will be able to

Interpret the basic terminology of DBMS like data, database, database

management systems. (L2)

® Compare DBMS over File Systems. (L2)

Create and modify database using SQL query and apply integrity constraints. (L5)
[Nustrate different types of query forms (simple queries, nested queries, and

aggregated queries) in SQL. (L2)

Compare the difference between views and physical tables and working with views. (L2)

UNIT-II
Database design and the E-R Model: Overview of the Design Process, the Entity-
Relationship model, Constraints, Removing Redundant Attributes in Entity sets, Entity-
Relationship Diagrams, Reduction to relational schemas, Entity-Relationship design
issues, Extended E-R features - Specialization and generalization.
Relational Database Design: Features of Good Relational Designs, Atomic Domains and
First Normal Form, Decomposition using Functional Dependencies, Functional-Dependency
Theory, Decomposition using Multi-Valued Dependencies, More Normal Forms, Database-
Design Process and Modeling Temporal Data.
(10hours)



Learning Outcomes:
After completion of this unit, student will be able to
Model a given application using ER diagram. (L3)

Match the integrity constraints from ER model to relational model. (L1)

® Translate an ER Model to a Relational Model and vice versa. (L2)

® Make use of the schema refinement process. (L3)

Extend the concept of functional dependencies (FDs) and know about anomalies. (L.2)
[Mlustrates knowledge about different types of normal forms and the importance

of normalization. (L2)

UNIT-HI

Indexing and Hashing: Basic concepts, Ordered Indices, B+ tree index files, B+ tree extensions,
Multiple-key access, Static Hashing, Dynamic Hashing, Comparison of ordered indexing and
Hashing, Bitmap indices, Index definition in SQL.
Transactions: Transaction Concept, A Simple Transaction Model, Storage Structure, Transaction
Atomicity and Durability, Transaction Isolation, Serializability, Transaction Isolation Levels,
Implementation of Isolation Levels, Transactions as SQL Statements. (8 hours) Learning
Outcomes:
After completion of this unit, student will be able to

® Tllustrate the most important high-level file structure tools that include indexing, co-
sequential processing, B trees, Hashing. (L2)
Recognize the difference between various indexing techniques. (L3)
Recognize the difference between various hashing techniques. (L3)
Build indexing mechanisms for efficient retrieval of information from databases. (L5)
Interpret the transaction management in DBMS. (L2)

UNIT-1V
Database System Architecture: Centralized and Client —Server Architectures, Server System
Architectures, Parallel Systems, Distributed Systems, Network Types.
Parallel Databases: Introduction, I/O Parallelism, Inter Query Parallelism, Intra query
Parallelism, Intra Operation Parallelism, Interoperation Parallelism, Query Optimization, Design
of Parallel Systems, Parallelism on Multi Core Processor.
Distributed Databases: Homogeneous and Heterogeneous Databases, Distributed Data Storage,
Distributed Transactions, Commit Protocols. (10 hours)

® Understand the techniques of parallel DBMSs, distributed DBMS architectures,
distributed database design, query processing, multi database systems. (L1)
Interpret the design principles in a distributed database for better resource
management. (L2)

Understand the types of distributed database systems. (L1)

UNIT-V
NoSQL- Value of Relational Databases, impedance mismatch, Application and Integration
Databases, Attack of the clusters, Emergence of NoSQL.
Aggregate Data Models — Aggregates, Key-Value and Document Data Models,
Column Family Stores.
More Details on Data Models — Relationships, Graph Databases, Schemaless
Databases, Materialized Views, Modeling for Data Access.
Distributed Models- Single Server, Sharding, Master-Slave Replication, Peer to Peer
Replication.
Consistency- Update Consistency, Read Consistency, Relaxing
Consistency,Relaxing Durability.
Key-Value Databases: Introduction to Key Value Store, Features, Structure of Data,
Scaling, Document Database: Introduction, Features.



Column Family Stores- Introduction, feature. Graph Databases: Introduction,
Features. (8hours)
Learning Outcomes:
After completion of this unit, students will be able to
e Learn various NoSQL systems and their features: (L1)
e Compare and use four types of NoSQL Databases (Document-oriented, Key-
Valueirs, Column-oriented and Graph). (L2)
e Demonstrate and understand the detailed architecture, define objects, load data,
query data and performance tune using all the four types of databases. (L2)

Course Outcomes:
Upon completion of the course student will be able to:

e Design and query a database using Relational Data Model. (L3)
e Design logical databases with all integrity constraints over relations(L3)
e Apply normalization steps in database design and removal of data anomalies(L3)
e Understand the variety of data access techniques and Transaction Processing,
protocols used to assure ACID Properties. (L2)
e Understand a variety of parallelization techniques (L2)
e Distinguish the different types of NoSQL databases.
Text book:
1. Database System Concepts by Abraham Silberschatz, Henry F.korth,
S.Sudarshan, McGrawHill, Sixth Edition, 2011.( Unit — [-1V).
2. NoSQL Distilled by Pramod J Sadalage, Martin Fowler, Addison-Wesley
Professional; 1% edition, 2012. ( Unit —V)
Reference Book:
1. Fundamentals of Database Systems by Ramez Elmasri, Shamkant B.Navathe,
Addison Wesley, Sixth Edition, 2011.

Prepared by: Dr. T.Uma Devi Verified by : Dr. T. UmaDevi



M.Sc DATA SCIENCE
SEMESTER- 1
20SDS 703 PYTHON PROGRAMMING AND DATA VISUALIZATION
Hours per week: 4 End Examination: 60 Marks Credits:4 Sessionals: 40 Marks

Preamble:

Python is an interpreter oriented, high-level, general-purpose programming language. Created
by Guido van Rossum and first released in 1991. Python has a design philosophy that
emphasizes code readability, notably using significant white space. It provides constructs that
enable clear programming on both small and large scales.

Course Objectives:
e To learn the basic concepts and usage of variables, expressions and practice the use of
functions in Python programming language.
e To identify and practice different conditionals and implement recursive functions.
e To understand the concepts of strings, lists and dictionaries, practice the use of
classes methods, overloading and polymorphism.
e To learn the basic concepts of raw data and use different statistical methods on the data.
e To implement line properties, use different setter methods and practice different kinds of
plots.
UNIT-1I
The way of the program: Running Python, Arithmetic Operators, Values and types, Formal and
Natural Languages, Debugging.
Variables, expressions and statements: Assignment statements, variable names, expressions
and statements, script mode, order of operations, string operations.
Functions: Function calls, math functions, composition, adding new functions, definitions and
uses, flow of execution, parameters and arguments. (8 hours)
Learning Outcomes:
By the end of the unit the student will be able to
e Explain different types of operators.(L2)
e Develop and run simple Python program.(L3)
e Describe the concepts of variables, expressions and statements.(L2)
e Use functions and develop programs using functions.(L3)
e Extend the concept of functions using parameters.(L2)
UNIT-1I
Conditionals and Recursion: Floor division and modulus, Boolean expressions, logical
operators, conditional execution, alternative execution, chained conditionals, nested conditionals,
recursion, stack diagrams for recursive functions, infinite recursion.
Fruitful Functions: Return values, incremental development, composition, Boolean functions.
Iteration: Reassignment, updating variables, while statement, break, square roots. (9 hours)

By the end of the unit the student will be able to
Use the logical operators in programming.(L3)
Identify the need of recursive functions.(L1)
Construct programs using while statements.(L3)
Explain the use of break statement.(L2)



UNIT - 11T
Strings: string length, traversal with for loop, string slices, searching, looping and counting, string
methods, in operator, string comparison. Lists: traversing a list, list operations, list slices, list
methods, map, filter and reduce, deleting elements, lists and strings, objects and values, aliasing,
list arguments.
Dictionaries: looping and dictionaries, reverse lookup, dictionaries and lists, memos, global
variables.
Classes and objects: programmer defined types, attributes, rectangles, instances as return values.
Classes and methods: object oriented features, init method, str method, operator overloading,
polymorphism. (10hours)
Learning Outcomes:

By the end of the unit the student will be able to

e Construct programs to perform operations on strings.(L3)
e Explain basic concepts related to lists.(L2)
e Outline the concepts in dictionaries.(L2)
e Develop simple programs using class.(L3)
e Apply operator overloading and polymorphism.(L3)

UNIT -1V
Getting Started with Raw Data: The world of arrays with NumPy, Empowering data
analysis with pandas, Data cleansing, Data operations.
Inferential Statistics: Various forms of distribution, A z-score, A p-value, One-tailed and two-tailed
tests, Type 1 and Type 2 errors, A confidence interval, Correlation, Z-test vs T-test, The F
distribution, The chi-square distribution, Chi-square for the goodness of fit, The chi-square test of
independence, ANOVA.
(8hours)

By the end of the unit the student will be able to
e Explain the basic analytics that can be applied on data.(L2)
e Explain various forms of distribution.(L2)
e Develop programs using different statistical functions.(L3)

UNIT -V

Making Sense of Data through Advanced Visualization : Controlling the line properties of a chart,
Using keyword arguments, Using the setter methods, Using the setp() command, Creating multiple
plots, Playing with text, Styling plots, Box plots, Heatmaps, Scatter plots with histograms, A scatter
plot matrix, Area plots, Bubble charts, Hexagon bin plots, Trellis plots, 3D plot of a surface. Plotting
and Visualization: A brief matplotlib API primer, Plotting functions in pandas,
Plotting Maps, Python Visualization Tool Ecosystem. (10 hours)

By the end of the unit the student will be able to

Use keyword arguments and setter methods.(L3)
Identify the need of plots.(L1)

Explain basic concepts of charts.(L2)

Ilustrate the usage of visualization ToolEcosystem.(L3)
Course Outcomes:

Upon completion of this course, student will be able to:

e List the different types of operators. (L2)

e Understand the concept of variables, expressions, and statements. (L2)
e Understand the concept of functions and recursive functions. (L2)

e Identify the use of iteration. (L3)

e List the operations that can be performed on strings. (L2)



e Identify the differences between lists and dictionaries. (L3)
e Demonstrate the concepts of operator overloading and polymorphism. (L2)
e Apply various forms of distribution. (L3)

Visualize different types of plots. (L3)
Text Books:
1. Mastering Python for Data Science by Samir Madhavan, PACKT Publishing,2015.

2. Think Python by Allen Downey O’Reilly Publications, 2
Edition,2016.

Reference Books:

1. Programming Python by Mark Lutz, O’Reilly Publications, 4thEdition,201 1.
2. Python in a nutshell by Alex Martelli, Anna Ravenscroft, Steve Holden, O’Reilly

Publications, 3rd Edition, 2017.

Prepared by: Mr.M. SureshKumar Verified by : Dr. T. UmaDevi



M.Sc DATA SCIENCE
SEMESTER- 1

20SDS 705 STATISTICS -1
Hours per week: 4 End Examination: 60 Marks
Credits:4 Sessionals: 40 Marks
Preamble:
Probability theory is important when it comes to evaluating statistics. This course treats the most
common discrete and continuous distributions, showing how they find use in decision and
estimation problems, and constructs computer algorithms for generating observations from the
various distributions.

e To understand the collection, analysis, interpretation, and presentation of data.

e To understand the difference between discrete and continuous random variables and
the meaning of probability.

e To evaluate problems on discrete and continuous probability distributions.
e To understand the concept of testing hypothesis for large and small samples.

e Ability to explore certain statistical concepts in practical applications of computer
science areas.

UNIT -1
Descriptive Statistics & Probability: Collection of data, Classification and Tabulation of data,
Diagrammatic and Graphical representation of data, Measures of Central value (mean, median,
mode), Measures of Dispersion (Quartile deviation, mean deviation, standard deviation),
Definition of probability, Addition theorem, Multiplication theorem, Bayes’ theorem. (8 hours)
Learning outcomes:
By the end of this Unit, the student will be able to
e Explain the diagrammatic and graphical representation of data. (L2)
e Describe the basic concepts of Measures of central tendency. (L3)
e Describe the basic concepts of Measures of dispersion. (L3)
e Define probability. (L1)
e Evaluate problems on addition theorem, multiplication theorem and Bayes’ theorem. (L5)
UNIT - 11
Discrete Probability Distributions: Mathematical expectation, Random variable and Probability
Distribution, Binomial distribution, Negative binomial distribution, Poisson distribution,
Hypergeometric distribution. (8 hours)

e List the difference between discrete random variable and continuous random variables.
(LD

e Describe the basic concepts of probability distributions. (L3)

e Explain Binomial and Poisson distributions. (L5)

e Explain difference between Binomial and Poisson distributions. (L5)

e Explain Hypergeometric distribution. (L5)

UNIT - 111

Continuous Probability Distributions: Normal distribution, Relation between Binomial, Poisson
and Normal distributions, Properties of the Normal distribution, Area under the Normal curve,
fitting a normal curve. (8hours)



Learning outcomes:
By the end of this Unit, the student will be able to

e Evaluate difference between Binomial, Poisson and Normal distributions. (L5)

e Explain the need of Normal distribution. (L5)

e Explain properties of Normal distribution. (L5)

e Explain area under the bell shaped curve using Normal distribution. (LS5)

e Evaluate Normal curve with given data. (L5)

UNIT- IV

Statistical Inference — I: Procedure of Testing Hypothesis, Standard error and Sampling
Distribution, Estimation, Test of significance large samples: Difference between small and large
samples, Two tailed test for difference between the means of two samples, Standard error of the
difference between two standard deviations. (10 hours)

e Explain the procedure of testing of hypothesis. (L5)

e Evaluate standard error. (L5)

e Explain tests of significance for large samples. (L5)

e Explain tests of significance for small samples. (L5)

e Explain difference between small and large samples. (L5)

UNIT-V

Statistical Inference—II: Tests of significance for small samples, Student’s t-distribution,
y2 —test and goodness of fit, F-test. (8hours)

e Explain tests of significance for small samples using t-distribution.(L5)
e Explain chi-square test and goodness of fit.(L5)

e Explain F-test.(L5)

e Apply the concept of Xz —test to given data.(L5)

e Apply the concept of F —test to given data.(L5)

Course Outcomes:
Upon completion of this course, student will be able to:
e To identify different sample collection methods and interpretation and
presentation techniques that are available. (L3)
e To learn and evaluate discrete and continuous probability distributions. (L3)
e To know the hypothesis testing for large and small samples. (L2)
Text Book :
1. Statistical Methods by S.P. Gupta, Sultan Chand & Sons publication, 44th Edition, 2017.
Reference Books:
1. Probability and Statistics for Engineering and Sciences by Jay L.Devore,
Cengage Learning, 2015.
2. Probability and Statistics for Engineers and Scientists by Ronals E. Walpole, Raymond
Mayers, Sharon L. Myers, Keying E. Ye, Pearson Publication, Ninth Edition,2014.
3. Probability and Statistics for Science and Engineering by Shankar Rao, University
Press, 2015.

Prepared by: Prof.N.Ravishankar Verified by : Dr. T. UmaDevi



M.Sc DATA SCIENCE
SEMESTER- 1
20SDS 707 ARTIFICIAL INTELLIGENCE

Hours per week: 4 End Examination: 60 Marks
Credits:4 Sessionals: 40 Marks
Preamble:

This course enables the students to think critically about what makes humans intelligent, and how
computer scientists are designing computers to act more like us. Al plays an important role in the
design and development of systems with intelligent behavior. The primary objective of this course is
to provide an introduction to the basic principles and applications of Artificial Intelligence.
Course Objectives:
e To teach fundamentals of Artificial Intelligence, the concept of Intelligent Agents
and problem-solving process through uninformed and informed searches.
e To gain an insight into competitive environments which gives rise to adversarial
search problems, often known as games.
e To view many problems in Al as problems of constraint satisfaction.
e To gain complete idea of knowledge representation techniques Propositional and
First-order logics.
e To learn how to trace the inference mechanism in First-order logics.

Introduction: Al definition, Foundations, History, State of the Art.
Intelligent Agents: Agents and Environments, Concept of Rationality, Nature of Environments,
Structure of Agents.
Solving Problems by Searching: Problem Solving Agents, Example problems, Searching for
solutions, Uninformed Search Strategies, Informed search strategies, Heuristic Functions, Local
Search Algorithms and Optimization Problems. (10 hours)
Learning Outcomes
After completion of this unit, student will be able to

e Define Artificial Intelligence. (L1)

e How agents work in environments.(L1)

¢ Recall uninformed search techniques.(L1)

e [llustrate the working of informed search techniques.(L2)

UNIT-1I

Adversarial Search: Games, Optimal Decisions in Games, Alpha- Beta Pruning, Imperfect real-
time decisions, Stochastic games, Partially observable games, State of art game program. (8 hrs)

Learning outcomes
After completion of this unit, student will be able to

e Understand how games improve intellectual abilities of humans. (L1)

e Choose optimal decisions in games. (L1)

e [llustrate alpha-beta pruning. (L2)

e Compare stochastic and partially observable games.(L2)

UNIT-III

Constraint Satisfaction Problems: Defining Constraint Satisfaction problems,
Constraint Propagation, Backtracking search for CSPs, Local Searches for CSPs.
Logical Agents: Knowledge-Based Agents, Wumpus World, Logic, Propositional Logic and
Propositional Theorem proving. (8hours)



Learning outcomes
After completion of this unit, student will be able to

e Define constraint satisfaction problems.(L1)

e [llustrate inference in constraint satisfaction problems.(L2)

e Contrast backtracking search and local search for constraint satisfaction problems.(L2)

e Define knowledge-based agents.(L1)

e How to represent real-world facts in propositional logic.(L1)

UNIT-1V

First Order Logic: Syntax and Semantics of First Order Logic, Using First Order Logic,
Knowledge Engineering in First Order Logic.
Inference in First Order Logic: Propositional Vs First Order Inference, Unification and Lifting,
Forward Chaining, Backward Chaining, Resolution. Introduction to Fuzzy Logic. (8 hours)

e Infer proofs in propositional and first-order logic. (L2)

e Define propositional and first-order inference.(L1)

e OQOutline unification and lifting. (L2)

e Experiment with forward chaining and backward chaining. (L3)

e Make use of resolution.(L3)

UNIT-V

Classical Planning: Definition, Algorithms for planning as state space search, Planning Graphs.
Knowledge Representation: Ontological Engineering, Categories and Objects, Events, Mental
Events and Mental Objects, Reasoning Systems for Categories, Reasoning with Default
information, Internet Shopping World. (8hours)

e Overview on basic knowledge representation aspects and on ontologies.(L2)
e Design and generate path planning using knowledge representation. ( L5)

e